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1. Introduction

Social media platforms play an essential role in the modern economy. While these platforms began as niche websites for interacting with friends, they have become ubiquitous and transformed how people interact and communicate. In 2023, there were 4.76 billion social media users worldwide, comprising 60% of the world population and over 90% of internet users (Kemp, 2023). Internet users spend almost 2.5 hours daily on social media platforms, more than any leisure or media activity besides television (Kemp, 2023). The mass adoption of these applications has resulted in a speed and range of information flow that is unprecedented in history. Businesses, organizations, and politicians use social media to directly connect with individuals, target users with ads, and offer algorithmically curated content to the most relevant consumers. Meanwhile, many individuals receive large welfare gains from using these services, become better informed about the world (Allcott et al., 2020), and maintain connections that are helpful in the labor market (Armona, 2019).

While social media platforms provide various benefits, they also bring several new challenges to society. First, the ease of diffusing misinformation (Allcott and Gentzkow, 2017) and hate speech (Müller and Schwarz, 2021) have purportedly affected important political beliefs and behavior (Zhuravskaya, Petrova and Enikolopov, 2020; Guriev et al., 2023). Second, individuals' beliefs and behavior could be partly determined by the algorithms used to distribute content on these platforms (Levy, 2021), but there is limited oversight concerning these algorithms. Third, the sheer amount of time spent on these platforms has sparked debates about social media overuse (Allcott, Gentzkow and Song, 2022) and whether growing negative trends in mental health, especially amongst children and young adults, are tied to their rise (Braghieri, Levy and Makarin, 2022).

These challenges have led to substantial interest from policymakers, industry players, and academics in understanding the incentives users and platforms face, their societal implications, and how to regulate them. For instance, governments have begun to discuss and craft regulations to increase the accountability of platforms, from Germany’s 2017 Network Enforcement Act, to Europe’s 2022 DSA (Digital Services Act), to the debate over Section 230 in the United States.

Figure 1. Social media research in Economics, 2000-2022
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Notes: This figure shows the share of economic papers that study social media. Social media papers are those whose title or abstract contain “social media,” “online social network,” “douyin,” “facebook,” “instagram,” “kuaishou,” “reddit,” “snapchat,” “telegram,” “tiktok,” “twitter,” “vk,” “wechat,” “weibo,” or “youtube.” The thick line shows the share of social media papers among NBER working papers and CEPR discussion papers. NBER and CEPR papers with the same authors, uploaded within one year, and whose titles have a Levenshtein distance lower than five are counted as a single paper. The thin line illustrates papers published in the following general-interest journals from the EconLit database: American Economic Journal: Applied Economics, Microeconomics, and Policy, American Economic Review, Econometrica, Economic Journal, Journal of the European Economic Association, Journal of Political Economy, Review of Economic Studies, Review of Economics and Statistics, and Quarterly Journal of Economics.

Driven in part by this surge in public interest, academic research studying social media has grown exponentially in recent years across disciplines. Within economics, the percentage of papers published in general-interest journals that study social media has
increased four-fold between 2015 and 2022, as shown in Figure 1. The growing supply of social media research and the policy relevance of these topics generate demand for a synthesis and a framework to organize the literature.

This review covers primarily empirical papers in economics that study social media, and discusses related work in political science, communication, marketing, and computer science when relevant. Our first task is to define what we consider social media in order to determine the scope of the review, clarify which platforms we cover, and characterize the key economic features of social media that differentiate it from traditional media and other online platforms.

**Defining Social Media.** We deconstruct the term “social media platforms” into its three components, noting their core features. The “social” component alludes to most content being generated by users and involving interactions among them. The “media” component draws on a similarity to traditional media—that it is typically a two-sided market (Rochet and Tirole, 2003) with users on one side and advertisers on the other. Finally, “platforms” refers to online Internet-based applications that use algorithms to deliver content. Based on these three components, we define social media as two-sided platforms that primarily host user-generated content distributed via algorithms, while allowing for interactions among users.

Facebook, Twitter, TikTok, Instagram, and to some extent, YouTube are examples of social media platforms based on our definition. This definition excludes related technologies that lack key components. For example, streaming services typically lack the social component, crowd-sourced discussion forums lack the media component, and email services lack the platform component.

Our definition also helps distinguish social media platforms from traditional media. Perhaps the biggest difference is that any user on the platforms can produce content, which means that the amount of content available is vastly greater than in traditional media. As one example, Meta estimates that one billion stories get shared on its platforms (including Instagram and Facebook) every day.¹ As a result of this large scale, social media platforms largely play the role of aggregator—unlike traditional media production, which follows an editorial process. This role introduces a new set of challenges not present in traditional media, such as content moderation (determining allowable content) and algorithmic curation (choosing which content to show users). Furthermore, social media platforms enable rich social interactions as users can see content as well as how others react to it (e.g., through “likes” or comments). The platform choices for these various components influence the type of content that gets both produced and consumed.

---

¹About Stories, Meta: [https://www.facebook.com/business/help/32949494755268871id=2331035643782460](https://www.facebook.com/business/help/32949494755268871id=2331035643782460)
The Structure of the Review. As depicted in Figure 2, we organize the literature around one key component of social media: the flow of user-generated content, starting from its production, to its distribution, to its eventual consumption. While this division is not always clear-cut (e.g., content moderation happens at all stages), it clarifies the economic agents involved and their interactions at each of these stages.

We posit a stylized economic framework to elucidate the key economic forces that our review focuses on at each of these stages. The purpose of this framework is not to fully capture the complex set of economic interactions but to point out the high-level incentives at each stage that are the primary focus of our review. The building block of the framework is a post $x^p_j \in \mathbb{R}^K$, represented as an abstract vector of characteristics, which can include, for example, sentiment expressed or indicators of whether posts are ads or contain misinformation.

We begin by discussing the production of social media content in Section 2. The main economic agents at this stage are the producers of content $j$ who solve the following problem:

$$ \max_{x^p_j} \mathbb{E}[u^p_j(x^p_j)] - c_j(x^p_j). $$

(1)

This problem follows a standard utility maximization: producers choose a (possibly empty) set of posts $x^p_j$ to maximize their expected utility minus costs of production. The types and quantity of user-generated content depend on producer beliefs $\mathbb{E}[\cdot]$, the monetary and nonmonetary rewards $u^p_j(x^p_j)$ that producers get from posting content, and the cost $c_j(x^p_j)$ of producing the content (e.g., the opportunity or physical cost involved in creating or sharing content). We thus begin our discussion of production by focusing on the various incentives and factors that shape $u^p_j(x^p_j)$ and subsequently the quantity and type of content that gets produced. We then explore how platforms can deter the production of harmful content, such as misinformation and hate speech, by making it more costly to produce (increasing $c_j(x^p_j)$) or shifting the expectations about its probability of distribution (shifting $\mathbb{E}[\cdot]$).

Section 3 then discusses the distribution of social media content. The main economic agent at this stage is a platform that solves the following revenue maximization problem:

$$ \max_{\{x^p_i\}_i \subseteq \bigcup_j x^p_j} \sum_i \alpha(x_i) t_i(x_i). $$

(2)

This problem is conceptually simple: The platform chooses a targeting rule that picks a personalized subset $x_i$ from the total pool of posts to show each user $i$ to maximize the revenue-weighted (long-run) time spent or user engagement ($t_i(x_i)$) on the platform. $\alpha(x_i)$ represents the monetary gains the platform gets per unit of time spent from showing $x_i$ to $i$. In an advertising-based business model, this parameter equals the product of the ad load (share of posts that are advertisements) and the average price paid for the ad.

We partition our discussion into nonmonetized (organic) and monetized (advertisements) content and discuss other considerations driving these distribution decisions. First, we discuss how platforms target users with specific posts or ads. For organic content, we discuss the role of social networks, while for advertisements, we discuss the role of off-platform data. Second, we discuss empirical work that quantifies the extent to which targeting “works” (i.e., whether $t_i$ increases due to targeting). Third, we discuss which posts, $x_i$, tend to get chosen (e.g., whether social media algorithms promote low-quality content). Finally, we discuss the implications of targeting for downstream outcome variables. In particular, we de-
vote a large portion of our discussions to its political consequences: the extent to which platform algorithms result in echo chambers and the effects of targeted political advertisements.

In Section 4 we discuss consumption, the final stage of the flow of content. End consumers solve the following problem:

\[
\max_{t_i, a_i} \mathbb{E}[u_i^c(t_i, a_i; x_i)].
\]

This is fundamentally a time allocation problem: Consumer \( i \) chooses how much time to spend on social media \( t_i \) and other activities \( a_i \), as a function of content observed on social media \( x_i \).

We begin this section by clarifying the intricacies around understanding consumer choice \( t_i \) and the associated individual welfare from social media consumption. Specifically, we discuss what enters into the utility function, highlight the role of consumption spillovers, time inconsistency, and habit formation, and interpret the differences across various welfare measures. Next, we turn to the societal implications of social media consumption, which occur through beliefs and off-platform activities \( a_i \). We summarize the channels through which social media consumption can lead to aggregate impacts and present case studies on how it affects political knowledge, political participation, polarization, and offline violence in democracies. Throughout this section, we discuss both the production of original content and the resharing of existing content. In both cases, users implicitly inform the algorithm that content is important and should be shown to their friends.

2. Content Production

Social media companies rely on user-generated content to attract users. However, as a result of low entry costs and the large scale of these platforms, they typically cannot directly control the content produced. Instead, they use platform design—the features, incentives, and rules of a platform—to indirectly shape content (Luca, 2015). This indirect shaping contrasts starkly with the editorial process in traditional media, which shapes content production, for instance, through editorial filtering. As part of this process, social media companies often trade off increasing content production and engagement with the risks associated with certain types of content.

In this section, we first describe what incentivizes the production of content and the implications both on and off the platform. We then review case studies of how platforms and community members define boundaries of acceptable content and deter negative content. Throughout this section, we discuss how social media affects content production.

2.1. How Social Media Affects Content Production

How do incentives—including reactions from others, the algorithm, and the revenue structure—affect content production? We first discuss the effects on content generated within social media platforms and then discuss spillovers to content generated outside social media.

2.1.1. User-Generated Content

The nonrivalrous nature of social media content makes it akin to a (possibly exclud-
able) public good. Two distinct types of incentives induce users to produce this good: nonmonetary and monetary incentives.

**Nonmonetary Incentives.** Theoretical work focused on social media has modeled roughly five types of nonmonetary incentives to share or produce content: 1) receiving attention or attracting eyeballs, 2) improving social image or reputation, 3) receiving peer awards or feedback (including badges, reactions, likes, and comments), 4) persuading others, and 5) intrinsic or altruistic motives, which can also include keeping up with friends (Abreu and Jeon, 2020; Acemoglu, Ozdaglar and Siderius, 2021; Filippas, Horton and Lipnowski, 2021; Bursztyn et al., 2023; Guriev et al., 2023).

Existing empirical work typically studies policies or experimental interventions that vary multiple types of incentives simultaneously. For example, a content producer who receives additional likes could derive direct benefits from them but also update her beliefs about how much attention her posts get, how reputable she is, and how persuasive her content is. We therefore refer collectively to these as nonmonetary incentives, but we note that a gap in this literature is to disentangle the effect of each type of incentive. A recent contribution in this vein is Guriev et al. (2023), who calibrate a structural model of news-sharing decisions using data from an experiment of misinformation interventions (described in more detail in Section 2.2) and find that reputational concerns dominate persuasion or partisan-signaling motives.

A first lesson from the empirical literature is that nonmonetary incentives moderately increase the quantity and frequency of content produced (with short-lived impacts, typically lasting less than a week), across different types of incentives and different platforms. For example, Eckles, Kizilcec and Bakshy (2016) exploit an experiment that led Facebook users to receive more likes and comments and found an elasticity of posts produced of 0.07 (i.e., doubling the number of likes or comments received increases the number of posts produced by 7%). Zeng et al. (2022) find that producers on a Chinese video-sharing social media platform who could randomly see “pokes” (nudges) that other users sent them increase their content production by 13% in the first day after the intervention. Comparable effects have been found with field experiments on Reddit, by randomly giving badges (Burtch et al., 2022) or AI-generated comments on posts (Srinivasan, 2023). Huang and Narayanan (2020) and Mummalaneni, Yoganarasimhan and Pathak (2023) find similar results with platform experiments that increased the prominence of content on an art-sharing social network and on Twitter, respectively. Moreover, in some contexts, even negative peer awards (downvotes on Reddit) have been found to increase content creation (Deolankar, Fong and Sriman, 2023).

A second lesson is that many of these studies find that nonmonetary incentives given to a content producer propagate to other producers (Eckles, Kizilcec and Bakshy, 2016; Huang and Narayanan, 2020; Mummalaneni, Yoganarasimhan and Pathak, 2023). This finding suggests that partial equilibrium estimates can differ from general equilibrium

---

3In addition to these five incentives, career concerns can also motivate user contributions (Lerner and Tirole, 2002), but evidence of these drivers is scarce in the context of social media. An exception is Petrova, Sen and Yildirim (2021), who document that donations to politicians running for U.S. Congress increase after they open a Twitter account.

4Nonmonetary rewards also incentivize content in other platforms such as Wikipedia (Zhang and Zhu, 2011) or recommender systems (Chen et al., 2010). However, the lessons from these platforms do not necessarily extend to social media, as individuals who review products or participate in crowd-sourced forums likely face different objective functions from social media users. For example, it is typically not possible to follow content creators on review platforms. For this reason, we focus on work that directly studies social media.
responses that account for this propagation effect. Zeng et al. (2022) use their experimental estimates to calibrate a structural model of network diffusion and find that the general equilibrium effect on content production is 8% higher than the partial equilibrium effect.

A third lesson is that the effect of nonmonetary incentives on content production is increasing in the perceived quality of the incentive. Srinivasan (2023) finds that randomly allocating six AI-generated comments, as opposed to three, on Reddit users’ posts has a lower effect on the number of posts produced, which is partly explained by comments in the former treatment arm being perceived as lower quality (more likely to be accused of being bots and downvoted). Zeng et al. (2022) show that the effect of nudges on video producers is higher when the producer also follows the user who sent the nudge.

A fourth lesson is that nonmonetary incentives have a small effect on the quality of content produced, often proxied by the number of likes received (Zeng et al., 2022; Srinivasan, 2023). Given evidence that subsequent content produced becomes more similar to the content that receives a nonmonetary incentive (Burtch et al., 2022), a follow-up question is whether these incentives allow content producers to better learn the tastes of their audience.

**Monetary Incentives.** Influencers and major content creators may also receive monetary incentives to generate content, such as participating in revenue-sharing programs, posting sponsored content, or receiving direct payments from other users.

Do monetary incentives increase the amount of user-generated content? The answer is not obvious; higher monetary rewards increase the marginal benefit of producing content, but they might also change nonmonetary incentives—for example, by making users appear less pro-social (Bénabou and Tirole, 2006). Nevertheless, the literature has found a strong positive effect of ad-revenue-sharing programs. Kerkhof (2020) studies a sudden increase in the salience of YouTube’s revenue-sharing rules and provides evidence of an increase in the monthly number of uploaded videos. Abou El-Komboz, Kerkhof and Loh (2023) find that creators who lost access to YouTube’s ad-revenue-sharing program posted 86% fewer monthly videos (0.5 SD).

Monetary incentives can also impact the quality and variety of content supplied, but the evidence in this regard is scarce and mixed, as in the case of nonmonetary incentives. Some studies find evidence consistent with ad-revenue-sharing programs increasing the quality of content produced and its originality or differentiation from existing content (Abou El-Komboz, Kerkhof and Loh, 2023). However, an early study by Sun and Zhu (2013) finds that the introduction of a revenue-sharing program by Sina (a precursor of the Chinese social media platform Weibo) increased quality but decreased differentiation. Kerkhof (2020) found opposite results: Increased advertising opportunities for YouTube content creators increased differentiation but reduced quality. These differences across studies could be driven by differences in the status-quo that they analyze: Removing a program (Abou El-Komboz, Kerkhof and Loh, 2023) could differ from introducing a program (Sun and Zhu, 2013; Kerkhof, 2020), since the former potentially entails losing status as a platform partner. Another explanation for the different findings is the presence of confounders: Some of the studied interventions varied not only producer incentives but also the amount of advertisements shown to consumers (Sun and Zhu, 2013; Kerkhof, 2020), which could lower their willingness to like content.

Lastly, content creation is increasingly
viewed as a viable career or income source.\(^5\) A natural next step to the existing evidence on the elasticity of the content supply curve concerns the labor economics of this activity, studying questions such as the effects of unions for content creators,\(^6\) or whether monetary incentives crowd out nonmonetary motives. Beyond ad-revenue-sharing programs, other monetary incentives that have been increasingly used by platforms (e.g., allowing users to subscribe to producers) remain understudied, perhaps due to missing data. Indeed, Ershov, He and Seiler (2023) estimate that 96\% of sponsored content on Twitter is undisclosed. Future research will need to overcome these data challenges to understand the effect of new business models on content production.

2.1.2. Content Outside Social Media

As social media platforms become more prominent, their effects on content production are no longer confined to content produced on the platform. Social media platforms provide content producers with new data on the engagement of their audience and often serve as a primary gateway for news. They also threaten the business models of traditional news producers.\(^7\) Qualitative evidence documents that online traffic and social media algorithms can affect news production processes, for example, by having editors prioritize social media traffic (e.g., Smith, 2023). However, there is limited rigorous evidence for this phenomenon, perhaps due to the challenges in identifying a causal effect.

Cagé, Hervé and Mazoyer (2022) provide direct evidence for the effect of social media on online news production. The authors exploit social media news pressure (a measure of the amount of activity on the platform in the hour before the first “seed” news post) and the centrality of the user who posted the “seed” post to instrument the popularity of the news story on Twitter. They find that social media popularity increases mainstream media coverage.\(^8\)

At least two mechanisms could explain the effect of social media on news production: Social media may provide journalists with a novel source for news, and it may give editors information on consumers’ interests. These two mechanisms have been studied separately. In terms of user-generated content, Hatte, Madinier and Zhuravskaya (2023) exploit internet outages to show that social media posts provide new information on the Israeli-Palestinian conflict. These posts increase the emotional coverage of the conflict and the focus on civilians by traditional media. In terms of information on consumer preferences, Leung and Strumpf (2023) find that the New York Times is more likely to change the headline of articles following negative comments on Twitter. Relatedly, Sen and Yildirim (2015) find that editors increase coverage of online news stories receiving more clicks, providing further evidence that information on popularity shapes content production.

More research is needed on how social media algorithms could affect the production of other types of content, beyond news. For example, it has been argued anecdotally that

\(^5\)“Social media and gaming” was the fourth most popular career choice for UK kids according to a 2018 survey: https://www.educationandemployers.org/wp-content/uploads/2018/01/DrawingTheFuture.pdf.


\(^7\)Angelucci, Cagé and Sinkinson (Forthcoming) show how the entry of television threatened newspapers’ revenue and affected the content they produced. An emerging literature, which we do not discuss in detail in this review, analyzes how search engines and social media platforms affect the profits of news publishers. Holder et al. (2023) estimate that Meta owes $1.9 billion to news publishers in the United States as fair payment for the engagement generated via their content.

\(^8\)Fortunately, not only like-minded content (see section 3.1.1) and emotional content (Brady et al., 2017) are popular on social media and thus may receive more mainstream news coverage. Cagé, Hervé and Viaud (2020) find that original content also receives more views on social media, and therefore outlets still have incentives to invest in newsgathering.
TikTok is driving songwriters to focus on brief danceable 15-second snippets.

2.2. Deterring the Production of Harmful Content

One major challenge for social media platforms is content moderation: defining rules outlining the types of content that users are allowed to produce and enforcing sanctions against those that violate these rules. The role that social media platforms play in regulating online speech has raised concerns about these companies becoming “arbiters of the truth.” For this reason, academics and policymakers have sought to understand the online and offline effects of this self-regulation and the incentives of platforms to engage in it.

All platforms moderate content to some extent, forbidding illegal content and typically a combination of hate speech, harassment, misinformation, spam, and graphical content. They use a mix of algorithms and human supervision (which can include moderators contracted by platforms or users themselves) to detect content that violates their rules and impose sanctions. Sanctions include post-level interventions, such as deletions, algorithmic filtering (also called “shadowbanning”), and adding labels or tags, and user-level interventions such as account suspensions or bans (Gillespie, 2018).

Theoretical work has assumed that platforms moderate to maximize their profits, by avoiding regulatory penalties, optimizing user engagement, or increasing advertisers’ willingness to pay (Liu, Yildirim and Zhang, 2022; Madio and Quinn, 2023; Jiménez Durán, 2022). This work has also shown that the incentives of the platform to moderate content are not necessarily aligned with those of the users, for example, because engagement increases on social media need not correspond with increases in user utility (Beknazar-Yuzbashev, Jiménez Durán and Stalinski, Forthcoming).

Moderation and related interventions operate at all stages of the content life cycle. This section focuses on the deterrence of the production and sharing of content (which affect the set of potential posts that platforms can display to users), while Section 4.2.2 reviews the effects on content consumption. Most of the literature studies misinformation and toxic content due to their policy relevance, so we divide this section based on these two types of content. We define these types of content below, but we refer to them as “harmful” content because the literature works with the assumption that they impose externalities on certain segments of the population. These externalities could harm other social media users; for example, one-third of adult Americans were harassed online (including through social media) in 2022, which could bring them a reduction in utility ($u_i$). There can also be externalities on nonusers; for example, even if misinformation is only 0.15% of Americans’ daily media diet (Allen et al., 2020), it might lead to poorly informed voters (or other welfare-reducing offline actions, $a_i$).

2.2.1. Interventions Targeting Misinformation

We use “misinformation” as an umbrella term encompassing many others (e.g., “disinformation” and “fake news”), referring to content that is determined to be false by an authoritative third party. This definition roughly captures the definition used by the academic literature, social media companies, and regulators. In practice, while algorithms that detect misinformation exist and are used by platforms at scale, the empirical

---

9See also https://www.platformgovernancearchive.org for an archive of social media platforms’ content moderation and legal policies.

literature typically measures misinformation using a set of news, outlets, or URLs considered to be “ground truth” (rated as true or false by professional fact-checkers).

The literature has mostly focused on the sharing as opposed to the production of misinformation. One potential reason for this imbalance is the role of resharing in diffusing misinformation. For example, Vosoughi, Roy and Aral (2018) find evidence that false stories diffuse more broadly than true stories. An important gap in this literature is to understand the determinants of the production of misinformation, beyond the sharing of existing articles.

Existing work has primarily studied interventions targeting misinformation initiated by the research teams themselves or by third parties such as fact-checkers. The theoretical literature suggests that these interventions affect the sharing of misinformation by altering 1) the cost of sharing content; 2) how users update their beliefs about the veracity of content; and 3) social-image concerns such as the reputation from sharing misinformation (Papanastasiou, 2020; Acemoglu, Ozdaglar and Siderius, 2021; Thaler, 2021).

An initial question is whether these interventions work. We split the question into two parts; this section focuses on the impact on sharing and Section 4.2 reviews the impact on user beliefs. Studies that analyze sharing decisions typically measure success based on sharing discernment—the willingness to share or the actual sharing of true news relative to false news. The use of sharing discernment by these studies as a main outcome responds to a lesson from early work that misinformation interventions typically affect not only the sharing of false information, but also the sharing of true information. An important tradeoff when evaluating these interventions from a social welfare perspective is whether they can reduce misinformation sharing while having a non-negative impact on the sharing of truthful information.

In general, meta-analyses and literature reviews (Kozyreva et al., 2022; Pennycook and Rand, 2022; Martel and Rand, 2023; Blair et al., 2023) show that nudging users to think about the accuracy of content or the prevalence of misinformation, journalistic fact-checking, administering digital literacy campaigns (occasionally also known as inoculation or prebunking), and adding friction to the sharing process are effective at reducing the willingness to share misinformation. Across interventions, nudging or prompting users to think about the prevalence of misinformation seems to be the most effective policy in terms of increasing sharing discernment (Guriev et al., 2023).

Nudges. Pennycook and Rand (2022) meta-analyze over 20 randomized experiments that nudge users to think about the accuracy of content before sharing and find an average effect size of 3.8 percentage points (71.7%) increase in sharing discernment, primarily by reducing sharing intentions for false news. Arechar et al. (2023) find that this effect is robust across 16 different countries, but there is substantial variation in the magnitude of the effect.

Fact-Checking. There is evidence that providing journalistic fact-checking information decreases self-reported sharing of misinformation (Kreps and Kriner, 2022). Beyond stated preferences, Henry, Zhuravskaya and Guriev (2022) document that journalistic fact-checking decreases the sharing of false news and increases the sharing of the fact-checking information. Importantly, merely offering users the option of voluntarily accessing fact-checking is as effective as imposing it on them, with a two percentage points (45%) decrease in sharing. This finding could be driven by users being primed to
think about the accuracy of news or updating their beliefs about veracity. This result is relevant given that a common argument against interventions is the infringement of freedom of expression, which would suggest that voluntary interventions are more politically feasible to implement.

The evidence on the effect of adding warning labels to posts (e.g., short labels indicating that the post has been disputed by fact-checkers) is more mixed. Some studies find that these tags decrease the intention to share false news (Mena, 2020) with no effect on sharing real news (Pennycook, Cannon and Rand, 2018), while others find null effects or even an increase in the sharing of false news (Kreps and Kriner, 2022). Moreover, Pennycook et al. (2020) find evidence of an implied truth effect, whereby adding tags can reduce the willingness to share tagged false news but increase the willingness to share untagged false news, if users interpret the absence of tags as a signal of veracity. One gap in this literature is to disentangle a potential dual role of fact-checking interventions, which affect not only the users’ perceived veracity of the content they are about to share but also the perceived likelihood that they will be fact-checked by the platform in the future.

**Digital Literacy.** Interventions promoting digital literacy typically teach skills such as detecting fallacies and emotional manipulation using interactive games (Roozenbeek and van der Linden, 2020), educational videos (Roozenbeek et al., 2022), or text-message campaigns (Athey et al., 2023b). One commonly mentioned advantage of inoculating users with digital literacy campaigns over fact-checking individual posts is that the skills learned can be transferable across types of content—users can learn to distinguish between true and false information as opposed to learning that a specific piece is false. In terms of effectiveness, educational campaigns that train users to identify emotional manipulation are particularly effective at increasing discernment, with effect sizes of around 0.2 SD (Roozenbeek et al., 2022). These effects persist a few months and are not explained by making the topic of misinformation more salient (Athey et al., 2023b). This type of campaign is relatively more effective than other digital-literacy interventions such as those that teach reasoning-based techniques (Roozenbeek et al., 2022).

**Friction.** Increasing the mechanical cost of sharing ($c_j$ in Equation 1)—for example, by requiring additional clicks or requiring users to pause before sharing—can decrease the likelihood of sharing misinformation. Henry, Zhuravskaya and Guriev (2022) find that requiring an additional confirmation decreases the likelihood of sharing both false news and fact-checking information. Guriev et al. (2023) further show that requiring an extra click to share news decreased the sharing of false news by 3.8 percentage points and had an insignificant effect on the sharing of true news. These policies, however, can backfire depending on the relative elasticity of sharing different types of content to the friction cost. Ershov and Morales (2022) find that when Twitter increased the cost of reposting content, the overall sharing of news decreased, with left-wing news outlets being relatively more affected than right-wing outlets. This policy, intended to make users pause before sharing content, had to be reversed due to its unintended effects.11

Beyond the success of these measures in isolation, other policy-relevant questions are to compare the effectiveness across interventions and to disentangle the mechanisms

that underlie the estimated effects. Guriev et al. (2023) make important progress on both fronts and document that nudging users to think about the prevalence of fake news is more effective (in terms of changing the balance of shared news toward true content) than 1) adding friction to the sharing process; 2) nudging users to think about the accuracy and partisan slant of content; and 3) offering the option to access fact-checks. In terms of mechanisms, counterfactual simulations from a structural model rule out that these interventions substantially affect users’ beliefs about the veracity of the content and instead the effect is driven by 1) how interventions increase the salience of reputational concerns from sharing misinformation and 2) how they increase the friction of the sharing process. The structural model also shows that digital literacy training reduces the circulation of fake news primarily by changing the sender’s beliefs that better-informed receivers would not be persuaded and would negatively update their view of the sender’s knowledge.

Given the success of these interventions, a natural question is whether they are scalable to the level at which social media platforms operate. A promising measure that platforms have implemented at scale is crowd-sourced fact-checking, which relies on users adding notes and contextual annotations to others’ posts. An example of this tool is Twitter’s Community Notes—an algorithm that publishes user-generated notes that are highly rated by users of different viewpoints (Wojcik et al., 2022). One of the main challenges with implementing such an algorithm is to align user incentives to provide truthful fact-checking. Indeed, partisanship better predicts the ratings that users give to fact-checking notes than the content of the notes and the fact-checked posts (Allen, Martel and Rand, 2022). Nevertheless, despite the important role of partisanship, crowd ratings are still strongly correlated with professional fact-checker evaluations (Martel et al., 2022). The effect of these crowd-sourced fact-checks on the production and sharing of misinformation, and the extent to which the algorithm adequately incentivizes the crowd remain to be studied.

Besides crowd-sourcing, platforms conduct other content moderation measures at scale, such as removing posts, banning groups, and suspending user accounts. More research is needed to understand the effects of these “harder” interventions on the production of misinformation and the mechanisms through which they operate, whether they crowd-out fact-checking efforts by the users, and the net welfare effect of sanctions.

### 2.2.2. Interventions Targeting Hate Speech and Toxic Content

There is no single definition of hate speech but almost all platforms forbid it either explicitly or include it in broader categories such as personal attacks. Platforms’ guidelines typically borrow from U.S. antidiscrimination law and define hate speech as attacks based on protected categories such as race or gender (Gillespie, 2018). Besides hate speech, platform rules cover related content such as harassment—attacks that do not have to be based on a protected category.

Classifying posts as hate speech or other similar types of content is an inherently subjective task. Even expert content moderators disagree substantially in their judgments (Lucas, Alm and Bailey, 2019), and it is unclear whether this disagreement reflects “vertical” differentiation (in beliefs
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12 Athey et al. (2023b) also compare different interventions and find that digital literacy courses more than double the effectiveness of accuracy nudges.

13 For example, Broniatowski et al. (2023) study the effect of Facebook’s ban of one of the largest antivaccine fan pages. Using a regression discontinuity in time design, their findings suggest that the ban decreased content production. The design limits the validity of estimates far away from the cutoff, since Facebook implemented other policies over time.
about the likelihood that content is hateful) or “horizontal” differentiation (in tastes for hateful content). Platforms and researchers alike deal with this challenge by combining approaches that range from manual annotation to algorithmic classification. Platforms’ internal algorithms are often trained to predict the probability that content violates their rules (Ribeiro, Cheng and West, 2022; Thomas and Wahedi, 2023) but they also use—in line with most of the academic literature—algorithms that predict other outcomes such as the toxicity of content (Katsaros, Yang and Fratamico, 2022). In many applications, “toxicity” is defined as rude, disrespectful, or unreasonable messages that are likely to make someone leave a discussion. Given that the literature does not study one widely established outcome, in this review we use “toxicity” as an umbrella term that captures many commonly studied types of language (e.g., racist, xenophobic, or misogynistic language).

In general, interventions such as reducing the exposure of users to toxic content and some forms of counterspeech—responses that seek to counter toxic content—can deter the production of toxic content with small effect sizes (under 0.1 SD), while harder sanctions such as post deletions have null or small effects. Moreover, platform-initiated interventions do not substantially decrease how much the producers of toxic content engage with the platform.

Counterspeech. One way to reduce toxicity is through counterspeech—interventions sending messages to users who have posted toxic language. There are several takeaways from this literature. First, the effectiveness of counterspeech largely depends on the design of the message. Messages that prime users to be more empathetic (Hangartner et al., 2021) or that include moral references (Siegel and Badaan, 2020; Munger, 2021) tend to be successful (with small effect sizes, in the order of a 0.1 SD decrease in posts in one month). In contrast, messages using humor or warning users of the consequences of their posts on others or themselves tend to have insignificant effects (Hangartner et al., 2021). The credibility of the counterspeech message—which can be signaled by the number of followers (Munger, 2017) or by referring to an authority in the message (Yildirim et al., 2021)—also matters. Second, counterspeech interventions can also reduce the production of nontoxic speech (Hangartner et al., 2021), but the mechanism underlying this effect is largely understudied. Third, these interventions can also impact other users who observe the counterspeech (besides the producers of the toxic content): Siegel and Badaan (2020) find that exposing survey respondents to some forms of counterspeech reduces the rating they give to hate speech posts and decreases their willingness to share these posts (although the effect is not precisely estimated).

An open question is what determines the equilibrium provision of counterspeech and how to incentivize users to provide this public good (similarly to fact-checking). One possibility is for platforms to provide counterspeech. In practice, they conduct a similar type of intervention, with the difference that they typically nudge users before they post content. In a large-scale experiment conducted by Twitter, asking...
users to review toxic language before replying to other users decreased their posting of toxic content by 6.4% (0.02 SD) over six weeks, without significantly decreasing the total replies sent (Katsaros, Yang and Fratamico, 2022). While the effect of this intervention was small, it has been implemented at scale by other platforms including Instagram, YouTube, and TikTok, potentially due to its low cost and since it did not decrease engagement.

Content Filtering. Platforms commonly hide or limit the visibility of content whose toxicity score exceeds certain thresholds (Ribeiro, Cheng and West, 2022), in part due to the concern that toxic content is contagious; that is, that higher exposure to it will increase the incentives of users to produce or spread this type of content. Along these lines, Beknazar-Yuzbashev et al. (2022) conduct an experiment using a browser extension that hides content on Facebook, Twitter, and YouTube whose toxicity exceeds a certain threshold. Reducing the exposure of users to toxic content for six weeks reduced the average toxicity of the content they posted (with an elasticity as high as 0.3, or an effect size of 0.13 SD). They provide survey evidence that individuals’ evaluations of what constitutes toxic content do not change. Therefore, other mechanisms such as reciprocity (e.g., responding to toxic content with more toxic content), changing beliefs about the social acceptability of toxicity, or the likelihood of being moderated could be at play.

Ex-Post Moderation. Ex-post moderation consists of removing posts or restricting or suspending user accounts or groups.\(^{18}\) A challenge with providing evidence about this type of intervention is the intensive data requirements. Researchers need internal data—which is difficult to obtain since this is a sensitive topic for platforms—or to track content or accounts in real-time to measure when they get deleted.

Recent work providing causal evidence of these sanctions tends to find insignificant or small deterrence effects, with a negligible impact on the sanctioned users’ subsequent engagement with the platform. Jiménez Durán (2022) exploits the reporting tool on Twitter that allows flagging toxic content which is then presumably reviewed by the platform. Randomly reporting posts with hateful slurs increases by 66% (1.4 pp) the likelihood that Twitter deletes them and there is evidence that the platform imposes other sanctions such as locking users’ accounts for some time. However, the engagement (an index of posts and likes given) of the reported accounts or the average toxicity of their posts does not change significantly up to five months after treatment. Ribeiro, Cheng and West (2022) use a regression discontinuity design exploiting Facebook’s automatic deletion of comments with toxicity above a certain cutoff and find a 0.1 SD decrease in subsequent rule violations over the four weeks after the deletion. The effect on engagement (measured by the number of comments given) is not significant after two weeks.

Similar small deterrence effects are seen when studying the spillover of interventions on other individuals close to the sanctioned users. Thomas and Wahedi (2023) exploit the staggered banning of hundreds of core members across six hateful organizations on Facebook. Among surviving users, they

\(^{17}\)Kim et al. (2021) find similar evidence by randomly exposing users to Facebook comments with different levels of toxicity. An early study by Kramer, Guillory and Hancock (2014) found that exposing Facebook users to fewer posts containing positive and negative words reduced their production of positive and negative words, respectively.

\(^{18}\)Removing posts differs from content filtering since it is typically visible (e.g., platforms leave notices that the post has been removed).
report a precisely estimated null effect on the fraction and amount of hateful content created. The number of views on hateful content drops by 0.06 SD, but the views on hateful content as a fraction of total views do not change, which is explained by a small drop in engagement. In a similar vein, Müller and Schwarz (2022) find that Twitter followers of Donald Trump decreased their monthly number of toxic tweets by 0.037 SD and total number of tweets by 0.05 SD relative to non-followers, after Twitter suspended his account on January 8th, 2021. An open question is whether targeting more prominent users decreases engagement on the platform as a whole and whether platform incentives to moderate more visible cases differ from accounts with smaller reach.

Government regulation provides another source of variation for content moderation. For example, Germany’s 2017 NetzDG law introduced fines of up to 50 million euros for social media companies that fail to promptly remove hateful content. The passage of this law was associated with a subsequent decrease in the prevalence of toxic content on social media in the order of 0.08 SD (Andres and Slivko, 2021; Jiménez Durán, Müller and Schwarz, 2022). This policy seems effective at reducing the prevalence of toxic content but it remains unclear whether the effect is mechanical (due to the removal of posts and users) or due to the deterrence of hateful behavior. Moreover, this type of regulation introduces the potential for spillovers to more extreme niche platforms, given that it typically applies only to large platforms. If coordination on social media is a mechanism for the link between online hate and offline violence (see Section 4.2.1), then selectively regulating big platforms may be ineffective, as users can find other places to coordinate. Indeed, Beknazar-Yuzbashev et al. (2022) show that lowering users’ exposure to toxicity leads them to increase their engagement on other social media websites, but more research is needed to understand whether moderation on one platform increases the toxicity produced on others.

Lastly, more evidence is needed on the connection between content moderation and advertising and other platform policies. In particular, there is scarce work studying the impact of content moderation on advertisers (and how advertising pressure affects content moderation decisions), with the exception of related work by Ahmad et al. (2023), who show that consumers substitute away from companies whose ads appear on misinformation outlets. However, more evidence is needed to understand the effect of hate speech and other types of content on brand safety and whether content moderation policies can alleviate any potential negative effect.

3. Content Distribution

After content is produced and posted on social media, the platform decides how to distribute it to users. Individuals are typically exposed to two types of content in their feeds: organic content, discussed in the previous section, and advertisements. In the context of our framework, the platform’s revenue from post consumption, $\alpha$, is typically zero in the case of organic content and nonzero for advertisements. Thus, while organic content is the primary reason users log
in to social media platforms, the platform only accrues revenue when users consume advertisements. We focus on these two types of content separately: First on the determinants and economic ramifications of how platforms choose the set of organic content a user observes followed by a discussion of the implications of advertiser-generated content.

3.1. Organic Content

Since individuals spend several hours per day on social media and since the posts they are exposed to may affect their well-being, economic outcomes, and society at large (see Section 4), it is important to understand what content individuals observe on these platforms. In the past, one’s network was the main source of content on social media platforms.\(^{21}\) The platforms simply showed individuals content generated by their friends in a reverse-chronological-order (RCO) feed. In Section 3.1.1 we discuss these networks, how they form, and their implications. While social networks are still important, today content is typically curated by algorithms.\(^{22}\) Initially, these algorithms ranked potential posts from the accounts people follow. The algorithms of newer platforms, such as TikTok, show users any content that is likely to generate interest. In Section 3.1.2, we discuss algorithms, how they may benefit users, and their potential dangers. One concern that is common for both content shared by friends and content promoted by algorithms is that it may generate segregation in news exposure. We discuss this concern in Section 3.1.3.

3.1.1. Online Social Networks

Until recently, the networks people formed were a critical aspect of social media platforms. Beyond their role as an input to algorithms, these networks are studied because they provide a unique opportunity to observe complex social connections and analyze how they evolve.\(^{23}\)

A fundamental question is whether online social networks are characterized by homophily, the tendency of similar individuals to form ties. Audit studies causally answer this question by creating fictional accounts with randomized characteristics, which then follow actual users on Twitter and test whether these users reciprocate. They find that individuals are more likely to follow accounts with congruent ideological identities (Mosleh et al., 2021; Ajzenman, Ferman and C Sant’Anna, 2023). This method cleanly detects a causal effect, but it cannot characterize the full network of connections. Barberá (2015) and Bakshy, Messing and Adamic (2015) estimate the ideology of active Twitter and Facebook accounts and find that users are indeed more likely to follow or befriend users aligned with their ideology. However, Barberá (2015) also finds that social media is characterized by many “weak ties” between individuals who do not necessarily have the same ideology (e.g., distant family members).

Online social networks influence both the content users observe and the context in which it appears. In terms of content, descriptive empirical research finds that people are more likely to share like-minded political news (Garz, Sörensen and Stone, 2020). Laboratory and survey experiments confirm the tendency to share like-minded social justice posts (Song, 2023) or news (Pogorelskiy and Shum, 2019). One potential implication of this result is that individuals whose networks consist of ideologically similar connections could be exposed predominantly to like-minded content on social media. On the

\(^{21}\)In fact, these platforms were described as “social networks,” as reflected in the title of the 2010 film _The Social Network_ about Facebook’s founding.

\(^{22}\)Technically, showing content from friends in an RCO feed is also an algorithm. However, throughout this section, when we mention algorithms, we refer to ranking systems, which determine which posts to show users based on various signals.

\(^{23}\)For example, Chetty et al. (2022) use over 20 billion friendships on Facebook to study social capital.
other hand, content shared by weak ties may expose people to cross-cutting content that they would not have been exposed to otherwise. We discuss the exposure to like-minded content in more detail in Section 3.1.3.

On social media individuals are not simply exposed to personalized content; they also see who shared the content and how popular it is. Messing and Westwood (2014) conduct an experiment where participants observe the outlet where an article appears, the number of people recommending the article, or both pieces of information. Unsurprisingly, participants prefer content from like-minded sources, but interestingly, observing the number of recommendations eliminates this preference. The result suggests that users do not treat all social media content equally.

3.1.2. Social Media Algorithms

Today, every major social media platform relies on algorithms to choose content and it is hard to imagine these platforms having as much influence without algorithms. These algorithms operate similarly to other recommender systems (RS) in the sense that they rank potential content (posts) and determine in which order to provide the content to the user. Even though algorithms may improve the experience of users, they remain a major source of controversy and users are skeptical of them. For example, only 30% of the respondents in the 2023 Reuters News Report survey agreed that having algorithms select stories based on previous news consumption is a good way to get news (Newman et al., 2023). In this section, we discuss the methodological challenges in studying algorithms, their economics, and concerns related to them. We focus mostly on political content, not because that content is especially prevalent on social media, but rather because political content can have important off-platform consequences and thus receives more attention in the literature.

There are both data and design challenges in studying algorithms. First, it is difficult to obtain data on the posts distributed to users and even more difficult to observe the set of potential posts that the algorithm ranks. Second, it is challenging to find or generate random variation in algorithms that can be exploited to estimate causal effects.

Researchers have used several methods to overcome these limitations. One effective approach is through collaborations with platforms. For example, in the US 2020 Election Project (2020EP), a team of external researchers worked with Meta to study Facebook’s and Instagram’s impact on attitudes related to the elections. Studies cooperating with platforms are often reliable because they provide access to rich internal data and have high ecological validity. Still, there is a risk in allowing platforms to study their own algorithms. Even if the platform’s incentives do not affect the results of a study in any way, these incentives or constraints can affect the questions being asked (Lazer, 2015). Without access to internal data, studies observe the content that algorithms distribute by analyzing platform data that is publicly available or shared by participants (Hosseini-mardi et al., 2021; Levy, 2021; Agan et al., 2023). To estimate causal effects, researchers have exploited variations in algorithms, including publicly announced changes or discontinuities in how posts are ranked (Ershov and Morales, 2022; Moehring, 2023). Other studies randomly expose participants to algorithmically curated content to estimate its effects, compared to counterfactual content (Holtz et al., 2020; Aridor et al., 2022).
The economics of algorithms are seemingly straightforward: Algorithms attempt to maximize the company’s profits by increasing engagement. This problem is characterized in our framework as the platform choosing a set of posts to maximize the revenue-weighted time spent on the platform. Of course, social media platforms may have other considerations when designing algorithms. For example, they may care about social welfare, and therefore, downrank hateful content even if it increases engagement. Still, the first-order goal is likely maximizing engagement. Indeed, platforms state that they attempt to find the most valuable content (Facebook and Instagram), increase retention and time spent on the platforms (TikTok), and give each potential post a score based on the probability of engagement (Twitter).

Algorithms mostly use signals that predict short-term engagement, such as whether a user would spend time on a post, click it, or share it. While short-term engagement is an easier object to maximize, a revenue-maximizing platform would probably focus on long-run engagement, and there is some evidence of platforms downranking content that may negatively affect users’ long-run engagement.

There is strong evidence that algorithms substantially increase engagement and time spent on the platform. When a study in the 2020EP randomly switched participants for three months from an algorithmically curated feed to an RCO feed, the time users spent on the platforms decreased by 26% for Facebook and 13% for Instagram (Guess et al., 2023b). Participants were not explicitly told that they had been switched to an RCO feed and thus this paper arguably isolates the effect of the content itself from the effect of users perceiving highly-ranked posts as being “recommended” by the algorithm and worthy of their time. One limitation in experiments comparing algorithmically curated and RCO feeds is that the analysis does not take into account general equilibrium effects. Users may have chosen which pages to follow and whom to befriend on Facebook knowing that the algorithm would filter out irrelevant content. Still, even milder interventions changing the content promoted by algorithms decrease time spent, including the removal of toxic content (Beknazar-Yuzbashev et al., 2022) and re-shared content (Guess et al., 2023a). These findings can explain why platforms oppose some attempts to regulate their distribution of content, as such interventions may have two costs: the direct cost of detecting and re-prioritizing specific posts (e.g., paying moderators) and the indirect costs due to lower engagement.

If algorithms successfully increase time spent on platforms, the incentives of users and the platform may be partially aligned as a better algorithm results in more relevant content for users and higher revenue for platforms. While revealed preference logic may suggest that algorithms improve the user’s experience, the literature has raised several concerns about potential algorithmic harms: Algorithms could promote content causing...
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25 An interesting direction for future work is to apply methodologies from the industrial organization literature (Berry and Haile, 2014) and infer which firm objective functions are consistent with observed market actions.


27 Clickbait is a good example of such content, see: https://about.fb.com/news/2014/08/news-feed-fyi-click-baiting.

28 These effects are present in other deployments of RS: For instance, Aridor et al. (2022) discuss the differentiation between exposure and information effects in the context of movie recommendation platforms.

29 While the takeaway from the literature is that existing algorithms increase time spent on the platform, we should not conclude that any deviation from the status quo would necessarily decrease engagement. For example, an experiment reducing the amount of content from like-minded sources on Facebook did not substantially decrease time spent (Nyhan et al., 2023).
negative externalities, they may not only reflect consumer preferences but also shape them in dangerous ways, they may be biased toward specific content, and they may provide stimulating content that increases engagement but does not increase the user’s welfare (e.g., through self-control problems). We discuss the first three concerns in this section and the last one in Section 4.

**Low-Quality and Like-Minded Content.** Even if algorithms perfectly maximize consumer’s utility, they may generate negative externalities, which typically occur outside the platform. For example, in order to maximize engagement, algorithms may promote low-quality or like-minded content, which could arguably distort beliefs and polarize users (Aral, 2021). How worried should we be about these concerns?

In terms of exposure to like-minded content, studies relying on Meta’s internal data examine the effect of algorithms on exposure by comparing potential exposure to content (the set of posts users could potentially observe based on their friends, pages followed and groups) with actual exposure. They find that algorithmic curation contributes to segregation in news exposure (a result consistent with increased exposure to like-minded content), though the results are still being debated and the magnitude of the effect is probably not dramatic (González-Bailón et al., 2023; Bakshy, Messing and Adamic, 2015; Messing, 2023). One caveat is that the comparison group is defined as the set of potential posts, but this group itself could be affected by algorithms that suggest friends and pages to follow. Levy (2021) generates random variation in the pages people follow and also finds that Facebook’s algorithm is much more likely to show content from like-minded pages, compared to cross-cutting pages.

In terms of content quality, González-Bailón et al. (2023) do not find differences in misinformation between potential and actual exposure, while Guess et al. (2023b) find that Facebook’s algorithm almost doubles the amount of uncivil content or content containing slur words in the feed but also decreases content from untrustworthy accounts by approximately 40%. Moehring (2023) uses data from Reddit to train an RS and finds evidence suggesting that Reddit’s algorithm has heterogeneous effects depending on users’ demand for quality and increases the exposure of some users to low-quality publishers.

Overall, these results are consistent with concerns that the content promoted by algorithms may have negative consequences. However, the results are not dramatic or unequivocal. For example, Facebook seems to down-rank untrustworthy accounts, perhaps due to incentives that are not related to short-run engagement.

**Rabbit Holes.** A second concern regarding algorithms is that they not only reflect preferences for content within the platform but also shape preferences by gradually showing users more extreme content. In social media, users may go down “rabbit holes,” i.e., dive deeper and deeper into particular topics. When these rabbit holes expose users to more extreme content, they may gradually develop more extreme opinions or incorrect beliefs. The concern over rabbit holes is similar to the concern over exposure to like-minded content, but with several important distinctions. First, rabbit holes are dynamic, with individuals exposed to more extreme content over time (Brown et al., 2022). Second, typically the concern associated with rabbit holes is the radicalization of a small group of users, while the concern associated with exposure to like-minded content is a broad increase in polarization. Finally, rabbit holes have been mostly stud-
ied on YouTube since it has been argued that its RS gradually offers more extreme content and radicalizes users (Tufekci, 2018).

Studies on YouTube have not found strong evidence for extreme rabbit holes. Hosseinmardi et al. (2021) observe the browsing sessions of over 300,000 Americans and do not find that videos become more extreme within sessions, suggesting that platform recommendations do not explain the exposure to extreme content. Chen et al. (2022) also analyze browsing behavior and find that YouTube rarely recommends extremist videos to people who do not already subscribe to these videos’ channels. Finally, in an audit experiment, Brown et al. (2022) had participants watch a random video on YouTube and then always click the second recommendation. While the recommendations may very slightly shift users toward like-minded partisan content, they do not lead the average user toward extreme “rabbit holes.”

**Algorithmic Bias.** A third concern is that algorithms produce discriminatory outcomes by prioritizing or downranking content associated with certain demographic groups. Feeds may be biased because the algorithm itself is inherently biased or because the training data used by the algorithm is biased (Rambachan et al., 2020). Biased training data may be especially common on social media, where people make quick decisions that are more likely to suffer from implicit or subconscious biases. Agan et al. (2023) find that Facebook’s news feed algorithm shows people fewer posts from their outgroup (race in the United States, religion in India) than what they state they would like to see, but do not find such bias in Facebook’s friend recommendations. As the authors explain, the news feed algorithm might amplify biases since it is based on rushed decisions, in contrast to the friend suggestion algorithm. Even if the algorithm reflects user bias without amplifying it, decision-makers may have a preference for equity (Rambachan et al., 2020), especially in political content.

Perhaps the most prominent example of concerns over algorithmic bias on social media is the argument that major platforms are biased against conservatives. However, this claim has not received strong empirical support. On Twitter, the mainstream political right enjoys higher algorithmic amplification than the mainstream political left (Huszár et al., 2022), and on YouTube, Brown et al. (2022) find that recommendations slightly nudge users toward more conservative content. Of course, such a bias does not have to be intentional and it might reflect the argument that “[r]ight-wing populism is always more engaging,” as a Facebook executive told *Politico* (Thompson, 2020). An exception to these results is the finding that most of the URLs that Meta flags as misinformation (based on a third-party fact-checking program) are favored by a conservative audience (González-Bailón et al., 2023). Again, this does not necessarily reflect deliberate bias, and it may also reflect conservatives being exposed to more misinformation on Facebook and Instagram around the 2020 elections.

The evidence so far shows that algorithms affect what users are exposed to. Does the content promoted by algorithms affect the content users engage with? One could argue that individuals with strong preferences for specific content will find ways to consume it regardless of what the algorithm shows them (for example, by skipping irrelevant posts). Nevertheless, the evidence accumulating from various studies suggests that content consumption is often somewhat passive. When individuals see posts from specific sources more (or less) often due to changes in the algorithms, the sources they
follow, or the platforms’ user interface, they tend to engage with those sources more (or less) often as well (Levy, 2021; Ershov and Morales, 2022; Nyhan et al., 2023).

These results suggest that either search costs are high compared to the marginal benefit generated by different content or that people passively consume the content shown to them due to a default bias or other biases. Future research could examine what drives demand for social media content and when and to what extent content consumption is driven by algorithms.

To conclude, algorithms are not “neutral,” they promote specific content that increases engagement, and in some cases may potentially have negative consequences. However, there is limited evidence for some of the concerns expressed regarding algorithms—social media platforms are not systematically biased against conservatives, YouTube’s recommendations do not seem to be radicalizing users by driving them down extreme rabbit holes, and algorithms are not increasing exposure to misinformation, though they may be increasing exposure to like-minded and toxic content. Future studies could attempt to unpack the algorithmic black box and uncover the different forces driving algorithmic decisions. For example, do algorithms limit misinformation because users are less likely to click it, because users who share misinformation tend to share content that generates less engagement, or because algorithms downrank misinformation, despite its potential popularity? In addition, future research could investigate alternative models for distributing social media content. Clearly, going back to RCO feeds is not viable, as platforms derive profit and users derive utility from algorithmically curated content. Still, by focusing on short-run engagement, current algorithms often ignore negative externalities and the users’ long-term utility. An open question is how social media algorithms can optimally increase social welfare and what government incentives can encourage them to do so.

3.1.3. CASE STUDY: SEGREGATION OF NEWS ON SOCIAL MEDIA

The previous sections have shown that individuals are more likely to have like-minded friends on social media, who share articles they agree with, and that algorithms may moderately promote like-minded content. These findings have led to concerns that social media platforms are characterized by echo chambers, loosely defined as segregated environments where people are mostly exposed to like-minded opinions, and that such echo chambers could undermine democracy (Sunstein, 2017).

The concerns over echo chambers predate social media. Economists, political scientists, and communication researchers have long studied selective exposure, the tendency to prefer like-minded content (Stroud, 2008). In a seminal study, Gentzkow and Shapiro (2011) found that segregation in online news consumption is not dramatic and is not lower than in offline social networks. While social media has become an important source of news consumption since the paper was published, later studies also found that segregation in online news consumption is modest (e.g., Flaxman, Goel and Rao, 2016; Guess, 2021), though it may be increasing.

The limited segregation online and similarity to news consumption on traditional media could stem from consumer choice: While some individuals have a pref-

\[31\] Peterson, Goel and Iyengar (2021) analyze news exposure during the 2016 presidential campaign and find a substantial increase in segregation compared to both 2009 Comscore data (Gentzkow and Shapiro, 2011) and browsing data collected via the Bing Toolbar in 2013 (Flaxman, Goel and Rao, 2016).
ference for like-minded content, many con-
sume a large share of content from mod-
erate mainstream sources, regardless of the
medium. Based on these studies, scholars
have explained that the concerns over echo
chambers are overstated (Guess et al., 2018).
However, as we discuss below, the results are
nuanced and depend on the setting (all visits
to online news, visits to news sites through
social media, or exposure to posts on social
media), on how segregation is defined, and
on the population studied.

Even though segregation of online news
consumption is moderate, papers consistently find that visits to news sites through
social media are more segregated than visits
through other channels (Flaxman, Goel and
Rao, 2016; Peterson, Goel and Iyengar, 2021;
González-Bailón et al., 2023). For example,
Gentzkow and Shapiro (2011) and Levy
(2021) calculate the isolation in online news
consumption, a standard measure of segrega-
tion, and find an isolation index of 0.08 and
0.17, respectively. This means that the dif-
ference between the share of conservatives in
news sites visited by conservatives and news
sites visited by liberals is 8-17%, similar to
the isolation index for national newspapers
or face-to-face interactions in the workplace.
However, for news consumed through Face-
book, the isolation index increases to 0.25
(Levy, 2021), similar to face-to-face interac-
tion with family members.

Social media segregation may not be a big
cause for concern if most news is not con-
sumed through social media. Individuals
are exposed to various types of content on
social media (e.g., entertainment, updates
from friends) and most of the posts they see
are probably not related to news. Therefore,
social media may not be a major news re-
ferral. Indeed, across different browser add-
ons and time periods, researchers find that
only around 6-10% of visits to news sites
come from social media clicks (Flaxman,
Goel and Rao, 2016; Allcott and Gentzkow,
2017; Levy, 2021; Peterson, Goel and Iyen-gar, 2021). However, some people may still
be disproportionally exposed to social me-
dia. For example, more Americans aged 18
to 29 say they get news through social media
compared to any other medium.\textsuperscript{32} Fur-
thermore, estimates of social media referrals may
be downward biased since researchers often
do not observe mobile data and since they
almost never observe websites visited within
social media platforms apps.\textsuperscript{33} Future stud-
ies could focus on improving the measure-
ment of social media news consumption.

While most studies focus on news sites vis-
ited through social media, understanding ex-
posure to posts within the platform answers
the core question discussed in this section:
What content do social media platforms dis-
tribute to consumers? Furthermore, it is
likely that a large share of the time individu-
als spend engaging with news is through ex-
posure to posts in their feeds.\textsuperscript{34} In a recent
2020 EP paper, González-Bailón et al. (2023)
analyze the news sites that over 200 mil-
lion Americans were exposed to on Facebook
and find that segregation on the platform is
higher than previously thought. However,
segregation in exposure to content is still
lower than segregation in the content indivi-
duals engage with. This suggests that seg-
regation in news consumption results both
from social media features (the algorithm,
social network, option to personalize one’s feed by following specific accounts) and from users’ behavior, conditional on the posts distributed to them.

A second point of debate is the definition of echo chambers. As noted previously, papers often measure segregation in news consumption based on an isolation measure. However, Levy and Razin (2019) explain that echo chambers consist both of ‘chambers,’ the increased exposure to like-minded individuals, and ‘echo’, the potential polarization that could occur in these chambers. Concerns over polarization are mostly relevant for certain types of segregation. For example, there is less concern if Republicans and Democrats are isolated because they consume nonpolitical local news about their area and thus visit different websites.

Other studies on echo chambers focus specifically on exposure to like-minded content. Nyhan et al. (2023) find that content from like-minded sources is prevalent on Facebook but is far from dominant and that for approximately half of Facebook users at least 10% of the news content they are exposed to is from cross-cutting sources. Other papers have also found that while social media increases segregation, it also increases exposure to opposing perspectives (e.g., Flaxman, Goel and Rao, 2016). Several explanations can account for this somewhat unintuitive finding: Social media may facilitate weak ties with people who share different perspectives, while algorithms could still promote like-minded content (Barberá, 2015), algorithm rankings may reflect the fact that individuals prefer like-minded content but do not avoid cross-cutting content (Garrett, 2009), and extreme content from both sides of the aisle may be amplified by algorithms if it increases engagement. Future work should disentangle these mechanisms.

In addition to the type of news consumption studied and the definition of echo chambers, the population studied matters as research finds heterogeneity in online segregation. González-Bailón et al. (2023) find that there are far more news sources to which conservatives are almost exclusively exposed on Facebook, relative to sources to which only liberals are exposed to. Consistently, Eady et al. (2019) find that liberals were less likely to follow conservative sources on Twitter compared to conservatives following liberal news. The binary distinction between conservatives and liberals can be misleading. Echo chambers likely exist to some degree among extreme conservatives who are probably the ones visiting the most extreme websites (Guess et al., 2018), while moderate conservatives may still be exposed to potentially more diverse news than liberals.

After making important progress in measuring segregation, the literature has started unpacking the forces contributing to segregation, about which the evidence is more limited. Existing research focuses on users’ behavior (selective exposure), algorithms, and social networks. First, there is clear evidence that users prefer to engage with like-minded content and their behavior plays an important role in increasing segregation. For example, D’Amico and Tabellini (2022) show that Reddit users are more likely to comment on negative news about candidates from the opposing party. Second, as discussed in Section 3.1.2, algorithms may moderately increase exposure to like-minded news, partially supporting the notion of “filter bubbles,” i.e., of algorithms filtering cross-cutting content or prioritizing like-minded content (Pariser, 2011). Third, ideological segregation is larger among posts
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35One limitation in this study, and in most studies in this literature, is using the source of content to determine whether it is like-minded, even though the relevant objects that algorithms rank and users engage with are posts. González-Bailón et al. (2023) and D’Amico and Tabellini (2022) demonstrate that segregation is much higher when measured at the news story level compared to the news source level (the domain).
shared by pages people follow compared to posts shared by their friends (González-Bailón et al., 2023; Levy, 2021), suggesting that social networks are not the main force increasing segregation. While there is substantial research on homophily in social networks (as discussed in Section 3.1.1), more research is needed on how users decide which pages to follow (e.g., the accounts of media outlets or politicians), since those pages may be driving segregation.

To conclude, the literature so far provides several important insights: 1) overall, among all online news consumption, ideological segregation is not very high; 2) segregation is higher on social media compared to other online channels; 3) social media platforms seem to increase exposure and engagement with like-minded news, but may also provide exposure to diverse perspectives; 4) segregation is not symmetric; 5) segregation is more likely to be driven by pages or elite accounts followed than by friends.

3.2. Advertisements

Unlike organic content, advertisements shown to users are not explicitly selected by the platform, but rather are determined through auctions among advertisers. Furthermore, while this content appears similar to organic content in user feeds, it is typically marked as sponsored and the production incentives differ from those described in Section 2.1 as advertisements are usually optimized for off-platform purchases. In this section, we discuss what characterizes advertisements on social media, the value they generate for businesses and politicians, and the privacy concerns that they raise.

While targeting is very coarse in advertising on other media such as newspapers and television, social media platforms enable advertisers to microtarget: directly bid on consumer interests, demographics, or even individuals similar to their customer base (i.e., through “lookalike” audiences). Indeed, on social media platforms consumers explicitly provide their demographic information, contact information, and the types of content they are interested in (e.g., pages/accounts they follow). The reliance on explicit data paired with behavioral data that users create through natural usage on and off the platform enables even more refined targeting not only compared to traditional advertising, but also relative to online display advertising (e.g., ads on third-party websites like the New York Times). Furthermore, targeting on these platforms does not require “omniscient” knowledge of whom to target, but rather is facilitated by delivery optimization that enables rapid learning of the right audience for advertisements.

3.2.1. Value of Social Media Advertising

Half the money I spend on advertising is wasted; the trouble is I don’t know which half.

John Wanamaker (1838-1922)

A long-standing empirical question is whether and which advertisements are effective. Interestingly, the answer to this question is not obvious—for instance, Blake, Nosko and Tadelis (2015) demonstrate using a large-scale experiment at eBay that paid search advertising for brand keywords has a negligible causal effect on sales. While advertising effectiveness has been analyzed across various media, the tracking enabled by social media, both within and outside the platform, increases the ability to measure its effectiveness.\footnote{The core advancement in measurement relative to existing online advertisements is the ability to have a more stable consumer identifier across time.} The empirical problem of measuring ad effectiveness is to estimate the incremental effect: How many additional consumers would purchase a good that they would not have purchased without the ad? Even with better measurement tools, this is
typically difficult due to the volatility of purchases, delayed effects, and multiple exposures (Lewis and Rao, 2015; Gordon, Moakler and Zettelmeyer, 2023).

The most comprehensive evidence we have for the broad effectiveness of social media advertising comes from a large-scale experiment conducted internally at Meta (Tadelis et al., 2023). The paper quantifies the returns to advertising for over 200,000 establishments and finds that on average each dollar spent on ads yields $3.31 in revenues. This finding indicates that social media advertising often works, but the paper documents significant heterogeneity in performance based on various measures of advertiser sophistication. Specifically, advertisers with more experience and advanced users of targeting tools provided by Meta have larger advertising returns. Beyond helping businesses more efficiently match with consumers, better-targeted ads can also promote social causes. For example, Breza et al. (2021) and Athey et al. (2023a) show that personalized public health messaging on social media during the COVID-19 pandemic increased vaccination rates. In general, while on average consumers do not like being exposed to advertising, these studies provide some evidence that there can be gains for both consumers and firms.

The next question is how social media ads work and what their equilibrium consequences in the downstream product market are. Economic analysis of advertising (Bagwell, 2007) posits that advertising primarily works through some form of information: awareness, information on product characteristics, or indirect information via signaling.

Bergemann and Bonatti (2011) explore the role that targeting plays through the awareness channel by characterizing the equilibrium implications of increased targeting capabilities. Their model implies that increased targeting should lead to more consumer-product matches and the entry of smaller advertisers. This is consistent with social media advertising’s purported role in the success of “direct-to-consumer” businesses that primarily acquire customers through targeted online media campaigns and with small businesses being relatively more reliant on social media advertisements (Werner, 2022). Empirically, Lee, Hosanagar and Nair (2018) show that the content of advertisements can also play a large role in effectiveness by not only revealing direct information on prices and characteristics, but also through generating on-platform engagement with “brand personality” content. More work is needed to understand the relative role of each of the different mechanisms for ad effectiveness and how they interact with increased targeting abilities.

While the literature has shown that social media ads can be effective and also influence the composition of advertisers, we still have little empirical evidence about the implications of social media advertising for downstream product markets. Research on the evolution of the macroeconomic product market finds that there has been an increase in product variety and consumption of “niche” products over the last 15 years (Neiman and Vavra, 2023). One possible explanation of this increase is that it is now less costly for firms that produce niche goods to find their target consumers due to more targeted advertising. Indeed, Baslandze et al. (2023) show that some of the increase in product variety is linked to the introduction of online display advertising. On the other hand, theoretical work highlights that enhanced targeting abilities do not necessarily always improve consumer welfare. For instance, Prat and Valletti (2022) highlight how an increase in social media platform concentration can lead to reduced entry in the product market and Bonatti, Bergemann
and Wu (2023) argue that the equilibrium effects of targeting can lead to inefficient allocations and increased prices. Overall, these results point to the need to better understand the broader macroeconomic implications of social media advertising and its welfare effects.

3.2.2. Consumer Data and Privacy Concerns

A critical component of targeting is tracking users across a wide range of websites and mobile phone applications to collect data on their behavior and observe whether they eventually purchase the advertised product. However, consumers possibly value their personal data (McClain et al., 2023) and want to have more control over which data is shared with which advertisers. Privacy concerns ambiguously factor into consumers’ utility, $u^c_i$, as they get positive utility from control over their personal data, but negative utility from a more inefficient matching to products and posts. Consumer data can also influence the price advertisers are willing to pay for consumers’ attention by increasing the likelihood that the consumer is a good match for the product, which shifts the value of $\alpha$ in our framework. Thus, the fundamental economic tension is balancing platform profits via high-quality targeting and the value consumers place on their data. In this section, we discuss the relevant literature on the economics of privacy in the social media context.37

Several papers study the first component of the tradeoff: the value of consumer data for platforms and advertisers. There are broadly two types of data that can be used for targeting: on-platform (e.g., product usage) and off-platform (e.g., other visited websites) data. To quantify the value of off-platform data, Wernerfelt et al. (2022) run a large-scale experiment at Meta that experimentally restricts off-platform data for a subset of advertiser campaigns and finds that the average cost to acquire an additional consumer increases by 37% without it. Furthermore, they find that smaller advertisers benefit more from access to off-platform data compared to larger advertisers. This implies that privacy regulation targeting off-platform data can have anticompetitive consequences, a theme consistent with extant literature that highlights a further tension between privacy regulation and competition (Peukert et al., 2022; Johnson, Shriver and Goldberg, 2023). The ability to use off-platform data has been impacted by recent privacy regulations. For example, Apple’s App Tracking Transparency (ATT) policy on iOS allows consumers to opt out of disclosing their phone’s advertising identifiers to third-party firms and restricts the ability of social media platforms to use this data. Using a panel of online advertising performance and sales data, Aridor and Che (2024) show that ATT had a large and negative impact on new consumer acquisition for Facebook-dependent advertisers, indicating that advertisers were unable to substitute for the targeting capabilities of social media platforms with other forms of advertising.

Studies have used survey-based, willingness-to-accept (WTA) and willingness-to-pay (WTP) measures to estimate the value of the other component of the tradeoff: consumer welfare gains from privacy. Prince and Wallsten (2022) find that in the United States, the average consumer would need to be paid $2.87 to allow Meta to share their friend network with third-party advertisers on the platform. Lin and Strulov-Shlain (2023) elicit incentive-compatible valuations for consumers’ data and find that they value their friends and posts more than their likes and profile. They also find that the distribution of

37We focus primarily on papers published since 2016 as the broader literature on the economics of privacy was recently summarized in Acquisti, Taylor and Wagman (2016).
privacy preferences is heavily right-skewed. Collis et al. (2021) inform consumers about Facebook’s monetization of data and find that this treatment reduces the dispersion of consumer valuations. These studies provide some quantification of consumer valuation for their social media data, but highlight that consumers are uncertain about their valuations and the difficulties in measuring them via survey-based methods. Existing theoretical work emphasizes that data externalities (i.e., that a consumer’s data teaches the firm something about other consumers) may depress valuations (Choi, Jeon and Kim, 2019; Acemoglu et al., 2022; Bergemann, Bonatti and Gan, 2022) and that there might be a large gap between stated and revealed preferences, known as the privacy paradox (Athey, Catalini and Tucker, 2017). Thus, one important direction for future work is to measure consumer privacy valuations using revealed-preference measures based on real platform behavior and others’ sharing decisions.

Overall, most work on the consumer side has quantified the value of on-platform data, while the work on the platform and advertiser side has focused more on the role of off-platform data. Future work should more comprehensively quantify the value of different components and characterize the overall welfare effects of privacy regulation, taking into account advertisers, the platform, and consumers.38

3.2.3. Case Study: Political Advertising

One particular type of advertising that has received substantial interest is political advertising on social media. These ads have become an important component of campaigns and in the 2020 U.S. election cycle, 13% of all political spending was on Facebook and Google (Tech For Campaigns, 2021). While the political science literature has historically been interested in measuring the effectiveness of campaign advertising (Jacobson, 2015), it gained broader public interest in the social media context after the Cambridge Analytica scandal. The 2018 scandal focused on the collection of rich data on millions of Facebook users by the firm Cambridge Analytica mostly for political advertising. The scandal raised concerns that elections could be determined by manipulating voters with ads based on their psychological profiles (Wylie, 2019).

At its core, the mechanisms behind the effectiveness of political advertisements are similar to advertising more broadly. Political advertising primarily functions through either awareness or direct information that in this context is characterized as either “direct” persuasion—shifting voter beliefs and subsequently their vote choice—or “indirect” persuasion—shifting the likelihood that a voter goes to the polls (Ridout and Franz, 2011). The political context has useful empirical aspects—individual turnout data and geographically aggregated vote shares are publicly available. Furthermore, partially driven by Meta’s response to the Cambridge Analytica scandal, there is a comprehensive database of political ads that is available to researchers.

Using Facebook’s political ads library and a database of television advertisements, Fowler et al. (2021) study how the content and composition of advertisers shift with the introduction of Facebook. Consistent with the earlier discussion of how targeting enables the entry of smaller advertisers, the authors find that “challenger” politicians with less funding and in more local races enter
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38Aridor, Che and Salz (2023) highlight that the tension between consumer privacy and the data needed for targeting is not always zero-sum. They show that for an advertising intermediary in the online travel market, the European General Data Protection Regulation (GDPR) enabled consumers who value their personal data to opt out, but the remaining set of consumers was of higher value to advertisers, leading to a reduction in revenues, but not as steep as would be suggested by opt-out rates alone.
into the market due to the decreased cost of advertising to their smaller target market. Furthermore, the advertising content of social media campaigns shifts to be more partisan and focused on indirect persuasion of voters likely to vote for the candidate as opposed to direct persuasion. This pattern highlights a broader difference between political and non-political ads, which is that political ads include “attack” ads that try to dissuade voters sympathetic to other parties from going to the polls, and not only promotional ads (Ansolabehere et al., 1994).

A large focus of the literature has been on measuring the effectiveness of political ads at shifting electoral outcomes, using both campaign and individual-level experiments. Aggarwal et al. (2023) run a $8.9 million field experiment in the 2020 United States presidential election and find that the effect of their pro-Biden advertisements on turnout is negligible. One contention is that studies in this literature are measuring average treatment effects, but they may be masking some dimension of heterogeneity. Coppock, Hill and Vavreck (2020) run a comprehensive set of 59 survey experiments exploring various dimensions of heterogeneity to test this theory and consistently find small effects. Furthermore, Kalla and Broockman (2018) conduct a meta-analysis of empirical studies of campaign persuasion contact in national general elections more broadly and find that the impact is negligible, though they find that campaigns can have meaningful effects in primary and ballot measure campaigns. However, it is important to remember from the earlier discussion that advertising effects are typically small and are notoriously difficult to measure, especially in the political context where there is only a single outcome period (i.e., voting day). Indeed, that such a large amount of money is spent on digital advertising in national election campaigns is puzzling and deserves additional research since either these ads are more effective than current research indicates or researchers are wrongly inferring the objectives that campaigns pursue with these ads (e.g., fundraising rather than voter persuasion).

While digital political ads do not seem to have large effects in general national elections in the United States, there is evidence that they can be effective in other countries. For example, Enríquez et al. (Forthcoming) find that non-partisan Facebook ads in Mexico increased the vote share of less corrupt municipal incumbent parties. These ads were so effective that they even affected people who were not directly exposed to them. One direction for future work, even for studying these issues within the United States, is to better understand the impact of these types of ads in local elections, which is precisely where we may expect that social media advertising could have a larger impact.

4. Content Consumption

Content production and distribution determine the set of organic and paid content users are exposed to. As the framework illustrates, given posts served by the platform $x_i$, consumers allocate their time between using the platform $t_i$ and other activities $a_i$. These choices have implications for consumer welfare, as well as direct effects on payoffs to content producers (through views) and the platform (through advertising revenue), and indirect effects on social welfare. In this section, we first discuss consumer
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39 Even though ads may not be effective, social media platforms can still impact turnout through other channels, such as with special “get out the vote” posts (Bond et al., 2012).

40 Coppock, Green and Porter (2022) randomize Facebook and Instagram ads across zip codes in the 2018 midterms and do not find a statistically significant effect. They then combine their results with three other experiments in a Bayesian framework. While each study does not detect an effect, the posterior based on all the accumulated evidence finds a small and statistically significant effect on vote share.
choice and its implications for consumer welfare. Given that social media can affect off-platform behavior, consumer welfare might not fully capture social welfare. Therefore, we also review the societal implications of social media, including channels for aggregate impacts and four case studies on its political effects in democracies. Finally, in addition to consumption on and off platforms, we describe substitution patterns across platforms and their economic implications.

4.1. Consumer Choice and Welfare

In this section, we discuss economic forces that influence social media consumption and its implications for consumer welfare.

4.1.1. Consumer Choice

Social media platforms attract a vast and diverse user base, many of whom spend a significant amount of time engaging with these platforms. We highlight three economic forces examined in the literature—consumption spillovers, habit formation, and self-control problems—that differentiate the problem of consuming content on social media from the standard consumer’s problem and have important implications for how we interpret welfare.

An important feature of social media is the presence of consumption spillovers. Social media may be characterized by positive network effects: As the network size increases, the marginal value individuals gain from consumption increases, leading to higher consumption. These network effects could be large, as they are driven not only by forces found in traditional media (e.g., more consumers attract better content from producers), but also by interactions among consumers that further amplify these effects. Consumption by others increases the marginal utility of consumption both directly (through comments or other interactions on the platform) and indirectly through content distribution (as a larger user base allows the platform to collect data and improve the algorithm to make it more engaging). Eckles, Kizilcec and Bakshy (2016) provide evidence of positive network effects on Facebook. Using a randomized encouragement design, they found that feedback from peers on shared content increases engagement on the platform. Similarly, Mummalaneni, Yoganarasimhan and Pathak (2023) find that increased engagement from Twitter peers leads to more time spent and engagement on the platform.

A second force that influences social media consumption is habit formation, where utility from current consumption depends on past consumption choices. Allcott, Gentzkow and Song (2022) provide empirical evidence that social media use is habit-forming in a large-scale randomized online experiment. When participants were given temporary financial incentives to reduce use on a set of most commonly used social media apps, they not only reduced their usage during the incentive period, but also in subsequent weeks. This persistence is a hallmark prediction from models of habit formation, and has been observed in other experiments targeting individual apps within the bundle. Allcott et al. (2020) found that participants incentivized to deactivate their Facebook continued to use it less even after the experiment ended. Similarly, Ari dor (2023) finds a post-deactivation reduction in Instagram usage as well as suggestive evidence of a post-deactivation reduction in YouTube usage.

A related third force is preference inconsistency. With features like immediate feedback, infinite scrolling, and frequent notifications, some social media apps may be

41The magnitude of habit formation for social media consumption could be particularly large as it could arise from learning, network investments (past engagement increasing the strength of connections on the platform), improved content distribution (algorithms improving at curating content), and automaticity (notifications automatically drawing a user back to the app).
especially tempting, and users end up consuming differently from what they would ideally consume due to self-control problems. In a randomized encouragement design, Hoong (2021) finds that participants significantly reduced use after adopting a soft commitment device, providing evidence for self-control problems on Facebook (but not Instagram). In the aforementioned Allcott, Gentzkow and Song (2022) experiment, some participants randomly received a digital tool that allowed them to set voluntary, personalized daily time limits for individual apps. Participants reduced their social media usage when given access to this tool and they were willing to pay for commitment devices—two pieces of evidence that consumers have self-control problems, and that they are at least partially aware of them. The paper also quantifies the magnitude of habit formation and self-control problems (two central features of addiction) through a structural model. On average, around 50 minutes per day or 31% of social media use can be attributed to self-control problems magnified by habit formation.

Partly due to the personalized experiences platforms offer, consumer heterogeneity may be especially substantial in social media consumption. For instance, while self-control problems affect many people, they have a negligible impact on social media consumption for about a quarter of users (Allcott, Gentzkow and Song, 2022). In an experiment with online workers on a crowdsourcing platform, Marotta and Acquisti (2018) find significant variations across users in their adoption of a tool that blocks social media access. Moreover, there is substantial heterogeneity in how different social media apps are used, as highlighted in a survey in Aridor (2023).

There are several avenues for future research. First, given the complex and fast-evolving nature of social media consumption, descriptive evidence detailing consumption behavior would be valuable. While most existing work has concentrated on the time spent on social media, the content consumed and the nature of the engagement are also important. Time spent on active interaction with others and passive browsing may contribute differently to habit formation. Second, while existing research highlights self-control problems among American adults, it is policy-relevant to quantify the extent of these problems in the younger population. Finally, future work could look within platforms and quantify how different design features influence what and how users consume. For example, certain features (e.g., content format or algorithms) may exacerbate self-control problems (Rosenquist, Morton and Weinstein, 2021). Defining the key product characteristics and quantifying their effect on consumer choice is an important step forward in understanding the welfare implications of consumption.

4.1.2. Consumer Welfare

Building on the discussion of consumer choice, we turn to a question with significant policy relevance: how consumption choices impact individual well-being and the effect of social media use on individual outcomes.

**Consumer Surplus.** Measuring consumer welfare is not straightforward. Standard measures of WTP (e.g., the amount of money a user is willing to pay to keep using social media) are likely to underestimate welfare since users are not used to paying for social media (Brynjolfsson, Collis and Eggers, 2019). Another approach for calculating consumer surplus involves using data on consumer time and monetary expenditures and converting the value of time to monetary terms, as demonstrated in Brynjolfsson, Kim and Oh (Forthcoming). However, the presence of self-control
problems outlined in the previous section would imply that these revealed-preference measures overestimate consumer surplus. Moreover, valuation of social media can be influenced by behavioral biases such as anchoring (similar to valuation of privacy as in Section 3.2) and projection bias (Allcott et al., 2020). Even in the absence of behavioral biases, complementarity between time spent online and content that decreases utility could imply that increases in engagement do not reflect welfare increases (Beknazaryuzbashhev, Jiménez Durán and Stalinski, Forthcoming).

Nevertheless, the literature has made significant progress. To address the challenge that consumers are unaccustomed to paying for social media use, the prevailing method of measuring consumer surplus involves choice experiments that elicit WTA to stop using social media (Brynjolfsson, Collis and Eggers, 2019). Using incentive-compatible procedures such as multiple price lists (MPL) or BDM (Andersen et al., 2008; Becker, DeGroot and Marschak, 1964), experiments elicit how much a participant needs to be paid to stop using social media for a predetermined duration.

These measures reveal that users of social media highly value its access. The median monthly value of Facebook, for example, ranges from around $50 per month in Brynjolfsson, Collis and Eggers (2019) to $100 in Allcott et al. (2020) and $160 in Mosquera et al. (2020) in experiments conducted in the U.S. in 2016-2018. In a large-scale incentivized online choice experiment on representative samples from across 13 countries, Brynjolfsson et al. (2023) provide more recent evidence on the valuation of a set of digital goods. They uncovered an overall median monthly value for Facebook of $31, ranging from $11 in Romania to $57 in Norway. There is substantial heterogeneity in welfare gains from consuming social media: Individuals in countries with lower income obtain disproportionately higher welfare gains from social media relative to their higher-income counterparts.

These large welfare measures could partly reflect some of the benefits that users get from using social media. For example, social connectedness may lead to positive effects on labor market outcomes. Armona (2019) finds that access to Facebook for an additional year in college substantially increases average earnings (especially for women) and decreases income inequality within a cohort. This occurs due to strengthened social ties, where the alumni network provides support in the labor market. These findings align with what Rajkumar et al. (2022) find from experiments in the network of over 20 million people on LinkedIn over five years: Social media platforms facilitate employment opportunities through connections with weak ties. Further research is needed on whether and how social media affects schooling and other important economic outcomes, in both the short and the long term.

Subjective Well-Being. An alternative measure of welfare, beyond calculating consumer surplus, is to directly measure subjective well-being (SWB) and life satisfaction. While SWB measures might not fully capture what people aim to maximize in their decisions (Benjamin et al., 2012), they circumvent issues in choice-based methods where choices may be distorted by biased beliefs such as projection bias. A large and growing body of interdisciplinary research explores the relationship between social me-

42Note that papers here quantify the value of using social media and do not necessarily distinguish between production and consumption.

43If the long-term benefits of social media are more substantial than the short-term gains (for example, connections may be strengthened in the long-term), then WTA measures based on disconnecting for a few weeks or months could underestimate the long-run value of social media.
dia and well-being (Valkenburg, 2022). The evidence is mixed, with some studies finding a negative correlation, while others find null results or a positive relationship.

Recent work has concentrated on offering causal estimates, often concluding that social media usage adversely affects well-being. Braghieri, Levy and Makarin (2022) leverage the staggered introduction of Facebook across university campuses and find that Facebook negatively affected mental health, specifically anxiety and depression-related symptoms. This study is notable for accounting for network effects since it studies the introduction of Facebook within entire communities. Experimental studies on later versions of the platform reach largely similar conclusions. Allcott et al. (2020) find that deactivating Facebook for a month led to significant improvements in SWB measures, including self-reported happiness, life satisfaction, depression, and anxiety, shifting the overall SWB index by 0.09 SD. Mosquera et al. (2020) observed that a weeklong break from Facebook reduces feelings of depression (but not other measures of SWB). Allcott, Gentzkow and Song (2022) find that a reduction in smartphone social media use by around an hour per day improved self-reported concentration, though the effects on SWB are insignificant, potentially due to the smaller reduction in use compared to other studies. Outside of economics, deactivation studies (e.g., Asimovic et al., 2021; Arce, neaux et al., 2023) and experiments significantly reducing use (e.g., Hunt et al., 2018; Brailovskaia et al., 2020) generally show a small negative impact of social media use on well-being, with recent psychological research noting the importance of understanding use beyond total time spent in examining this relationship (Kross et al., 2021).

These negative impacts on mental health and concentration could adversely affect an individual’s economic outcomes. Marotta and Acquisti (2018) show that blocking access to Facebook and YouTube increases productivity and earning because it reduces distractions. Braghieri, Levy and Makarin (2022) find that students were more likely to report impairment in academic performance due to depression-related symptoms after Facebook was introduced in their college.

An area of particular public concern, as emphasized by the U.S. Surgeon General (Surgeon General, 2023), has been the risks of social media for children and adolescents. These younger groups differ developmentally from adults and could benefit more from the connections fostered through social media or suffer more from social comparisons that these platforms facilitate. Studies on the effect of internet use suggest that these concerns are not unwarranted. Adverse effects have been observed even with limited social media use: Donati et al. (2022) leverage the introduction of high-speed internet in Italy and provide quasi-experimental evidence for the internet’s effect on increased mental disorder diagnoses for children and teenagers. These effects could be further exacerbated by social media. McDool et al. (2020) find that faster internet in the UK between 2012-2017 is associated with children feeling worse about their appearance. Both papers find heterogeneity by gender, with worse effects for girls. Given the distinctive features of social media consumption, future research focusing specifically on social media use in recent years is needed to understand its effects on adolescent well-being.

The widespread concern over the impact on well-being has led to a proliferation of tools and interventions aimed at regulating social media use. The 2023 U.S. Surgeon General advisory underscores the urgent need for research that evaluates the effectiveness of such programs, policies, design features, and interventions, particu-
larly those targeted at younger populations. For example, digital citizenship curriculums have been developed and implemented in some schools to teach students how to responsibly use social media and other digital technologies, but their effectiveness remains to be evaluated (Weinstein and James, 2022). Rigorous evaluation of these interventions is crucial for informing policy decisions. Moreover, the mechanisms through which social media use affects outcomes are not well understood. There is suggestive evidence that social comparisons and a fear of missing out are important channels through which social media affect well-being (Braghieri, Levy and Makarin, 2022; Bursztyn et al., 2023a). Other hypothesized channels include displacement or distractions from other activities, disruption of sleep, and effects on social connectedness. An avenue for future research is to measure the magnitude of channels through which social media impacts well-being and their relationship to platform design features.

Overall Welfare Impact. What is the overall net welfare impact of social media? Existing evidence presents an apparent paradox. On the one hand, individuals require large payments to stop using social media. On the other hand, there is some evidence that it negatively impacts well-being and mental health.

While these contrasting findings could stem from the inherent measurement challenges mentioned above, another explanation, based on the social component of social media, has been proposed by Bursztyn et al. (2023a). The paper demonstrates that nonusers deriving negative utility from others’ social media usage—driven by, for example, a fear of missing out—lead to an overestimation of welfare using the standard measure of WTA to deactivate social media individually. Additionally, users could find it individually optimal to use social media, but would prefer to coordinate with others to stop using it or reduce their consumption. Using incentivized online experiments with college students, the authors find individual welfare estimates consistent with the literature. However, after accounting for spillovers to non-users, individual welfare turns negative: participants are willing to pay $28 to have others and themselves deactivate TikTok and $10 for deactivating Instagram. This evidence suggests that a large fraction of individuals could be using social media, while still deriving negative welfare from it, because the cost of being individually excluded from it is high.

These results do not imply that consumer welfare is negative at every level of social media consumption. The economic literature measuring WTA and mental health has largely focused on extensive-margin measures that shut down entirely or give access to social media. Unlike interventions for other addictive goods, such as cigarettes, strategies for managing social media often focus on modifying behavior on the intensive rather than extensive margin. This suggests that some level of social media use may be welfare-improving. An open question for future work is estimating the effect of the intensity of social media usage on welfare.

4.2. Societal Implications

Social media’s influence extends beyond individual users and their networks, impacting the broader economy and society as a whole. In this section, we discuss the channels through which social media has aggregate impacts and we present case studies on its political effects in democratic systems.

4.2.1. Channels for Aggregate Impacts

The consumption of social media can significantly influence economic and societal outcomes by shaping individuals’ beliefs and
preferences as well as the way people interact with each other. There are many channels through which these effects may manifest themselves. We broadly categorize them into social media: 1) providing exposure to persuasive content; 2) facilitating coordination of actions; and 3) shifting individuals’ perceptions of others.

Social media can affect beliefs and preferences by exposing users to various forms of persuasive content, including information, misinformation, and noninformational materials, such as entertainment. Some of this content is produced with the intention of persuading consumers. One example of persuasive communication is social media advertising, discussed in Section 3.2. Another example is experts using social media to disseminate information and influence public opinion. Ehrmann and Wabitsch (2022) show that Twitter provides a channel for the European Central Bank to relay information to non-experts, leading to more factual tweets by non-experts with more moderate and homogeneous views.

Given the nature of content production, especially the low barriers to entry, the persuasive effect of social media could be different than traditional media. For example, social media can be used to voice concerns and ultimately enhance accountability. Gans, Goldfarb and Lederman (2021) show that consumers use Twitter to more effectively voice quality concerns to airlines. In an analysis across subnational regions in 116 countries, Guriev, Melnikov and Zhuravskaya (2021) investigate the impact of the worldwide expansion of 3G mobile networks, a key driver for the expansion of social media, on government approvals and find that access to 3G reduced government approval in areas with some level of corruption and uncensored internet. Moreover, the effect is particularly pronounced in areas where traditional media are censored, suggesting that social media can help promote accountability. Similarly, Enikolopov, Petrova and Sonin (2018) show that blog posts (an early form of social media) exposing corruption in large state-controlled Russian firms affected the stock market and were associated with management turnover and long-term improvements in corporate governance.

Some social media content, such as posts that express personal opinions, may be produced for other reasons (see Section 2.1) and not necessarily with the intent to persuade, but can still influence the beliefs and preferences of those who consume it. For example, social media has been shown to affect market expectations. Bianchi et al. (2023) find that tweets from Trump criticizing the Federal Reserve affect expectations about future monetary policy, and consequently financial markets. Similarly focusing on Twitter, Bianchi, Cram and Kung (2021) provide evidence that tweets by members of Congress influence stock prices through their influence on expectations about future legislative and economic action. Beyond communication from politicians, information-sharing on social media among investors can improve the accuracy of their expectations about monetary policy, especially under uncertainty (Ehrmann and Hubert, 2023), and can improve short-term forecasts (Dessaint, Foucault and Frésard, 2021). In this context, social media facilitates the creation of common knowledge, as the exchange of information
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44 Persuasive communication involves the exchange of messages between a sender and a receiver, where the sender is potentially interested in changing the receiver’s behavior. DellaVigna and Gentzkow (2010) review the empirical evidence on persuasion.

45 The paper also finds that the expansion of 3G in democracies reduced votes for the incumbent government and benefited both right-wing and left-wing populist opposition parties. Relatedly, across twenty European countries, Tabellini, Manacorda and Tesei (2023) find that increased access to mobile internet was associated with a higher vote share for extreme right-wing and communitarian parties. The authors explain that the results are consistent with social media making individuals more easily persuaded by messages of outgroup intolerance.
shapes not only users’ expectations about future policies, but also their view of the expectations of other market participants.

The remaining two channels through which social media influences outcomes are linked to its inherent social nature. Social media allows users to coordinate their actions by reducing costs for groups to form and exchange information on organization and tactics. This has been shown to facilitate protests and social movements. A consequential example is the Arab Spring, where offline protests were associated with coordination on social media (Acemoglu, Hassan and Tahoun, 2018; Steinert-Threlkeld et al., 2015). Separately, Enikolopov, Makarin and Petrova (2020) exploit the diffusion of the Russian social media platform VKontakte (VK) to the cities of origin of students who studied with the founder of VK. The paper finds that social media increases protests substantially. This effect is likely driven by the platform’s capacity to facilitate tactical coordination, as VK served as a host for the majority of online protest groups.

Social media can also affect the perceptions people form about others’ beliefs or behavior. It could have notable implications for political outcomes by affecting social norms, social pressure, or social image concerns. By changing perceptions, social media could increase protests, even under censorship and without explicit coordination. Qin, Strömberg and Wu (2021) show that social media expands the scope of protests in China through its influence on users’ beliefs about others’ participation. Since users know that social media can affect how others perceive them, social image concerns may drive their behavior on social media. Using data on Russian political protests in 2011-2012 and a survey of protest participants, Enikolopov et al. (2023) show the importance of social image concerns as another driver of protests. Social media amplifies the significance of these concerns because it enables users to signal to larger groups.

Understanding the relevance of different channels through which social media can affect beliefs and behavior has important policy implications. For example, Bursztyn et al. (2019) demonstrate that in Russia, social media contributes to an increase in ethnic hate crimes, by increasing coordination among perpetrators and changing people’s attitudes, but it does not reduce (and in fact increases) the perceived stigma associated with xenophobia. Therefore, in this context, interventions targeting hate crime reduction should focus on the persuasion or coordination channels, rather than social image concerns.

This section outlines the various channels through which social media affects economic and societal outcomes. Beyond identifying relevant channels in specific contexts, future research could quantify the magnitude of their impacts. Another area to explore is the emerging role of generative artificial intelligence on social media platforms. As it becomes increasingly difficult to distinguish between AI-generated and human-created content, the dynamics of user communication on these platforms and its subsequent economic and societal impacts may evolve. For instance, the value of signaling might diminish if users become aware they are not interacting with other humans.

4.2.2. Case Studies: Political Impacts in Democracies

Through the channels outlined above, social media can have broad political effects. We focus on four outcomes as case studies: misinformation and political knowledge, polarization, political participation, and offline violence. For more comprehensive reviews on political outcomes, see Zhuravskaya, Petrova and Enikolopov (2020).
and Lorenz-Spreen et al. (2023).46

**Misinformation and Political Knowledge.** The proliferation and potentially persuasive impact of misinformation on social media have garnered considerable concern and public scrutiny. These concerns are not unwarranted. Around half of the users exposed to fake news on social media report believing it (Allcott and Gentzkow, 2017). Furthermore, misinformation disseminated by politicians has been shown to increase their support (Barrera et al., 2020).

A large and growing literature studies interventions to combat online misinformation on the consumption side. These interventions resemble those aimed at deterring the sharing of harmful content discussed in Section 2.2, but their objectives differ as they seek to decrease the demand for misinformation or mitigate its persuasive effects.

One popular intervention is fact-checking or debunking. While there is some evidence of a backfire or null effect of fact-checking interventions (Nyhan and Reifler, 2010; Batista Pereira et al., 2022), the vast majority of evidence suggests that they mitigate the impact of misinformation on individuals’ beliefs (Walter et al., 2020). However, their effectiveness might be short-lived (Nyhan, 2021) and confined to the specifically debunked content (Berger et al., 2023). Furthermore, despite their influence on beliefs, fact-checks can be ineffective at influencing actual attitudes (Barrera et al., 2020; Nyhan, 2020; Nyhan et al., 2020). They can also have unintended consequences such as increasing the credibility of untagged information (Pennycook et al., 2020).

Beyond fact-checking, light-touch media literacy interventions, such as exposure to tips to spot fake news, have also been shown to reduce the credibility of misinformation (Guess et al., 2020; Berger et al., 2023). Moreover, Berger et al. (2023) show that they can be more effective than fact-checking in enhancing discernment, with impacts persisting two weeks after the intervention. These interventions can be especially important on social media when individuals are exposed to a stream of unvetted information from many sources.

A related literature studies more broadly how social media affects political knowledge. Since social media often exposes individuals to news, it is perhaps not surprising that deactivating Facebook decreases news knowledge (Allcott et al., 2020). Which Facebook features contribute to this phenomenon? Individuals may get exposed to news shared by their friends on social media. However, friends tend to share like-minded news (as discussed in Section 3.1.1) so it is not clear if such news will increase knowledge. Indeed, researchers studying this question in a lab environment found evidence that sharing like-minded news results in less informed users (Pogorelskiy and Shum, 2019; An, Quercia and Crowcroft, 2014). However, a 2020EP experiment found the opposite effect: Completely removing reshared content from participants’ feeds decreased political knowledge (Guess et al., 2023a). The inconsistency can be explained by the type of selection happening. While participants are more likely to share like-minded content compared to cross-cutting content, they are also more likely to share political content generally. Removing reshares decreases the exposure to political content and that could explain why knowledge decreased.

Future research could explore how platform features, beyond sharing, influence political knowledge and affect the effectiveness of interventions designed to counter misinformation. For example, Carney (2022) finds

---

46 Zhuravskaya, Petrova and Enikolopov (2020) review the political effects of the Internet and social media, including in autocracies. Lorenz-Spreen et al. (2023) review the causal and correlational evidence on the relationship between digital media use and political outcomes in democracies.
that political WhatsApp groups in India increased discernment in environments that allowed peer-to-peer interactions, compared to those where users only received messages from a political party without the ability to engage with each other.

**Polarization.** As discussed in Section 3.1, social media platforms can amplify engagement with like-minded content, and, concurrently, expose users to diverse perspectives. What is the overall impact of this on the polarization of beliefs and attitudes?

Evidence from the U.S. suggests that social media may have increased polarization but its impact is relatively modest. Allcott et al. (2020) find that disconnecting from Facebook for one month reduced political polarization. Leveraging quasi-experimental variation in 3G internet access, Melnikov (2021) finds that mobile applications, including social media, contributed to polarized political views and support for specific candidates and policies. While social media may increase polarization, based on trends in polarization across demographics, the rise in polarization is unlikely to be primarily driven by social media consumption (Boxell, Gentzkow and Shapiro, 2017).

Outside the U.S., the evidence is mixed. In India, exposure to party messaging on WhatsApp had no effect on affective polarization (Carney, 2022) and in France, a 3-week break from Facebook during the 2022 presidential election did not affect political or affective polarization (Arceneaux et al., 2023). In contrast, deactivating Facebook in Bosnia and Herzegovina during a period of heightened attention to past conflicts, actually increased ethnic polarization (Asimovic et al., 2021). The effect is almost entirely driven by individuals residing in more ethnically homogeneous areas. The same experiment was repeated in Cyprus in Asimovic, Nagler and Tucker (2023), and the authors found a null effect and posited that this may be driven by limited accessibility to the outgroup online due to language barriers. These mixed findings across different contexts could be driven by different relative levels of segregation on social media compared to offline interactions. In environments where social media offers greater exposure to outgroups than what is experienced offline, it might help reduce polarization and improve attitudes towards outgroups. Conversely, in scenarios where online and offline interactions show similar levels of segregation, or where offline environments are less segregated, social media could either have no impact or potentially exacerbate polarization.

Several studies have examined the impact of specific platform design features on polarization and have found null effects. In particular, reshares have no effects on issue or affective polarization, nor on any other measure of political attitudes (Guess et al., 2023a). Furthermore, in another 2020EP experiment, Nyhan et al. (2023) find that a reduction in exposure to like-minded content has no effect on affective polarization. Finally, Liu et al. (2023) run an experiment with an online interface that resembles YouTube and find that more extreme videos do not increase polarization.

One often suggested intervention to break filter bubbles is exposing users to content they may not see otherwise (Sunstein, 2017). Levy (2021) shows that affective polarization can be reduced in an experiment on Facebook, while Bail et al. (2018) and Di Tella, Gálvez and Schargrodsky (2021) find that exposure to counter-attitudinal content on Twitter leads to higher polarization. One explanation for these different findings is the set of compliers. Levy (2021) nudged people to break filter bubbles but did not require them to do so, while Bail et al. (2018) incentivized compliance. It is possible that individuals who are willing to break filter
bubbles can become less polarized when doing so, while individuals who are averse to cross-cutting information experience a backlash effect. Song (2023) presents evidence supporting the heterogeneous effects of social media content through a survey experiment that exposed users to racial justice content from Twitter. Highlighting the role of ideological distance, the paper shows that counter-attitudinal content could be effective when it is not too far or too close to the audience’s preexisting beliefs.

Another way to break filter bubbles is to replace algorithmic curation of content with an RCO feed. Since individuals are more likely to click on links distributed by algorithms (see Section 3.1.2), switching the feed may also affect their beliefs and behavior. Interestingly, the 2020EP study replacing Facebook’s feed with the RCO feed did not find an effect on issue polarization or affective polarization. This is one of the strongest pieces of evidence on the real-world effects of algorithms as it was conducted in an actual social media platform, with rich data, around an important event—the 2020 U.S. presidential elections. Still, more research is needed to study how algorithms affect political beliefs and attitudes in other contexts.48

Political Participation. Social media has been shown to facilitate protests—one form of political participation—at various stages, from their mobilization and coordination to their long-term effect on individual behavior. Beyond the aforementioned evidence from nondemocratic regimes, social media plays a role in the amplification of social and political movements in democratic countries as well. Examples include the MeToo movement, the 2020 Black Lives Matter protests (the largest protests in U.S. history to date) and the 15M movement in Spain (Artí, 2023; Artí et al., 2023; Levy and Mattsson, 2023). In an analysis of protests across countries (including both autocratic and democratic regimes), Fergusson and Molina (2021) exploit the expansion of Facebook across languages. The title of their paper succinctly summarizes the main conclusion: Facebook Causes Protests. The authors find heterogeneous effects by the level of democracy with a U-shaped pattern: The effects of Facebook on protests are largest at low or high levels of democracy.

The evidence on the effect of social media on voting is more mixed. The 2020EP studies have found precisely estimated null effects on voters (including self-reported political participation and turnout) (Guess et al., 2023a,b). In contrast, research in other countries and platforms found that social media content affects voting decisions. In Mexico, social media ads informing voters of municipal expenditure irregularities had large and heterogeneous effects on how people voted (Enríquez et al., Forthcoming). In Colombia, Garbiras-Díaz and Montenegro (2022) show that a social media campaign increased reporting of electoral irregularities by facilitating information transmission. This consequently enhanced electoral integrity, leading to a decrease in irregularities from candidates and a lower vote share for those who relied on such irregularities. In the U.S., Fujiwara, Müller and Schwarz (2021) provide evidence that the prevailing liberal content on Twitter may have swayed moderate voters to vote against Donald Trump.

Offline Violence. There is convincing evidence that social media use—particularly the exposure to toxic content—can lead to offline hate crimes. In line with the
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47 Another explanation is that the type of content users are exposed to (e.g., news outlets vs. partisan commentators) may matter.
48 The null results in the 2020EP study could be due to the study being conducted for three months around the U.S. general elections, when people probably had relatively strong priors and when Facebook was more careful in moderating content.
aforementioned evidence for Russia (Bursztyn et al., 2019), similar results have been observed in democratic countries. In the U.S., Trump’s tweets have been linked to an uptick in anti-Muslim hate crimes (Müller and Schwarz, 2023) and anti-Asian incidents (Cao, Lindo and Zhong, 2023). Beyond the influence of high-profile individuals, hate speech by users with extreme viewpoints has also been linked to attacks on refugees in Germany (Müller and Schwarz, 2021).

There is also some evidence that government regulation akin to a Pigovian tax can mitigate this externality. Jiménez Durán, Müller and Schwarz (2022) analyze the effect of Germany’s Network Enforcement Act, which introduced penalties for large platforms that fail to promptly remove hate speech and induced more content moderation efforts. Exploiting the differential exposure of Germany’s municipalities to toxic content prior to the policy, the paper documents that the regulation decreased hate crimes. Additional research is needed to study whether these policies have unintended consequences such as the silencing of political dissidents.

### 4.3. Consumption Across Platforms

Apart from the study of the behaviors that occur on platforms, there is a separate strand of research studying competition across platforms. In recent years, this area has gained policy relevance amid concerns that the market for social media applications has become too concentrated. The FTC has an active monopolization lawsuit against Meta (FTC, 2021) and the competitiveness of this market has been vigorously debated (Scott Morton et al., 2019). In this section, we focus on one dimension of this broader issue: consumer substitution across platforms and its relevance to antitrust concerns.\(^{49}\)

We consider that social media platforms compete for consumers on both “prices” and quality, but only focus on the price dimensions here. The definition of price in this context requires some nuance, as these services are typically offered at a zero monetary price. While these services are free, the literature typically models the relevant price as the advertising load, or the number of paid advertisements as a fraction of observed content, set by the platform. This modeling idea dates back to the seminal paper of Anderson and Coate (2005) and considers it as an implicit cost on consumer time.

The interpretation of price competition in this context has been first-order to antitrust debates regarding social media applications. In a typical antitrust investigation, regulators aim to take actions that maximize consumer welfare. Lacking direct estimates of consumer welfare, regulators resort to studying price effects in a “relevant market” of the closest set of substitutes. The naive intuition that social media products are free and hence there is no price competition led regulators in the Facebook-Instagram and Facebook-WhatsApp merger evaluation to focus primarily on whether other applications provided similar functionalities, and not on measurements of demand with respect to time spent (Argentesi et al., 2021). Even when considering that these applications compete for consumer time, there is substantial disagreement between regulators and Meta about how broad the relevant markets are for social media applications (FTC, 2021). In order to characterize relevant markets we need to understand substitution patterns with respect to changes in advertising load. However, one major

\(^{49}\)We do not focus on the competition for advertisers across platforms, but note that Gentzkow et al. (2022) empirically find that advertisers’ willingness to pay in equilibrium is dependent on consumer substitution patterns across platforms.
empirical challenge is that advertising loads are not publicly available and that platforms sometimes personalize these advertising loads (Yan et al., 2019).

Aridor (2023) overcomes this challenge by having participants install software that enables restriction of applications on their phones and characterizes substitution patterns at the “choke” advertising load (i.e., a sufficiently high ad load such that no one consumes the product), providing a conservative estimate for the relevant market. Adidor (2023) finds that when Instagram is restricted, users substitute not only to other social media applications, but also to communication applications, such as WhatsApp, and that when YouTube is restricted, its users substitute to social applications. Furthermore, participants state that they use different social media applications for different purposes that overlap with nonsocial media applications and can partially explain the cross-category substitution. Other papers also find substitution from social media to communication applications (Collis and Eggers, 2022; Agarwal, Ananthakrishnan and Tucker, 2022). Yuan (2023) further highlights that time-based substitution patterns are driven not only by functional competition, but also by time budget competition as a result of the scarcity of time and the large amount of time spent on such services. The conclusion from these papers is that characterizing the relevant market for social media platforms requires careful empirical examination of what consumers use each platform for as consumers’ content on each platform is personalized. As a result, substitutes for social media platforms may overlap with applications not traditionally considered social media. Hence, these markets may be less concentrated than typically perceived, which has important implications for antitrust investigations.

There are several interesting directions for future work. The first is that given the large informational externalities from consumption discussed in Section 4.2.1, an unexplored question is not only to measure market power in terms of time spent, but also to think of media power as Prat (2018) does for traditional media. Of particular interest is understanding whether social media increases or decreases the media power of existing large media organizations. The second is to explore the implications of habit formation (discussed in Section 4.1) for competition among social media platforms. Furthermore, self-control and other problems mentioned in Section 4.1 indicate that time use is not a good proxy for welfare, which also implies that antitrust tests based on “price” effects may no longer be good proxies for welfare (Rosenquist, Morton and Weinstein, 2021). Thus, future work should explore the dynamic supply-side implications of these aspects of demand.

5. Conclusions

In this review, we have synthesized the existing literature based on the life cycle of social media content. While this review demonstrates that social media has received ample attention, it is constantly changing both in terms of the platforms used and the content produced, distributed, and consumed. In terms of platforms, Figure 3 shows that Facebook remains the most dominant platform, but that it faces competition from newer platforms such as TikTok, which already has over one billion users. The figure also shows that most research has focused on Facebook, the dominant platform, and Twitter, which, until recently, was the easiest to get data from and is disproportionately used by researchers. As social media is constantly evolving, more research is needed about other platforms that are growing in usage, such as Instagram and TikTok.
Notes: In this figure, the white bars show the share of users in each platform among all global social media users (Kemp, 2023), and the blue bars show the share of 2000-2022 papers studying each platform. The papers are based on the same dataset as in Figure 1, but are limited to only empirical papers that analyze data from at least one platform. The figure displays the five most popular platforms and any platform mentioned in more than one paper. TikTok also includes Douyin. The Other column includes the total number of papers that analyzed any other platform divided by the number of papers. We do not include the number of users for these platforms. The bars do not sum to one because users can have accounts on multiple platforms (or none of the platforms in the figure) and because papers can analyze multiple platforms.

Studying other platforms is important not only for external validity. As discussed in Section 3.1, the shift toward new platforms, such as TikTok, reflects a transition from content personalized by users (e.g., choosing which accounts to follow) to content that is completely algorithmically curated. Furthermore, this also reflects a coinciding transition in the type of content that gets shared: from primarily text on Facebook and Twitter to primarily photos and videos on Instagram and TikTok. Future work should study the economics behind this transition: Does the emphasis on algorithmically curated videos reflect a technological shock that has made platforms substantially better at producing real-time recommendations? Or does this change reflect a maturing segmented social media market where different platforms offer different algorithms? This transition also raises questions about the downstream implications of the new content consumed: Does the declining importance of social connections affect labor markets and well-being (Section 4.1.2)? Does this change entail an increase of entertainment at the expense of news on social media, diminishing the magnitude of off-platform political effects (Section 4.2.2)?

Beyond shifts in the type and distribution of content, the business models of social media platforms have also begun to change. Facebook and Twitter now offer users the ability to pay for ad-free versions and decentralized, ad-free, platforms such as Mastodon have grown in popularity. The economic implications of this transition are ripe questions for future work, especially in light of the concern discussed in all three sections, namely that optimizing for engagement—as in advertising-based business models—does not always coincide with optimizing for user utility or social welfare. Will the rise in subscription-based business models decrease the prevalence of harmful content (Section 2.2)? Will it lead to platform changes that reduce the negative effects on mental health (Section 4.1.2)? What will the effects be on small businesses that benefit from social media advertising (Section 3.2)?

Some of the recent changes on social media platforms are a response to government regulations. Indeed, as social media is growing in importance and regulatory policy is beginning to take shape, one fruitful direction for future work is to study and inform policy debates. While our review does not center on specific policies, the broader economics we cover is relevant for the evaluation and design of regulations targeting social media. For instance, the debate over Section 230 in the United States regarding whether platforms should be held liable for their content is informed by the economics of content moderation (Section 2.2), algorithmic distribution (Section 3.1.2), and the platform’s market power (Section 4.3). Furthermore, for EU regulations such as the
DSA and the GDPR which provide users with more control over content personalization and their shared data, it is crucial to understand the economic tension between the value of consumer privacy and targeted advertising (Section 3.2) as well as the externalities associated with personalized content (Section 3.1.3). As this discussion illustrates, while social media has continued to evolve, one thing that has not changed is that social media remains a central part of people’s lives.
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